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Preface

The success of Artificial Intelligence (AI) has led to an explosion of the generation of new autonomous systems with new capabilities like perception, reasoning, planning and acting. Despite the tremendous benefits of these systems, they work as black-box systems and their effectiveness is limited by their inability to explain their decisions and actions to human users. The problem of explainability in Artificial Intelligence is not new but the rise of autonomous intelligent systems has created the necessity to understand how these intelligent systems achieve a solution, make a prediction or a recommendation or reason to support a decision in order to increase users reliability in these systems. Additionally, the European Union included in their regulation about the protection of natural persons with regard to the processing of personal data a new directive about the need of explanations to ensure fair and transparent processing in automated decision-making systems. The goal of Explainable Artificial Intelligence (XAI) is to create a suite of new or modified AI techniques that produce explainable models that, when combined with effective explanation techniques, enable end users to understand, appropriately trust, and effectively manage the emerging generation of Artificial Intelligence systems.

Case-Based Reasoning (CBR) systems have previous experiences in interactive explanations and in exploiting memory-based techniques to generate these explanations that can be successfully applied to the explanation of other AI techniques. Therefore, this first XCBR workshop is dedicated to address the challenges of applying CBR for the explanation of intelligent systems.

The workshop program includes three position papers and five research and application papers representing various approaches about trends, research issues and practical experiences in the use of CBR methods for the inclusion of explanations to several AI techniques using reasoning-by-example. The workshop program includes an invited talk by David Leake, entitled "Applying Explanatory Experience" about previous research on CBR and explanations, including an overview of the most relevant related papers that opens the discussion.

In the position paper "Creating an Explainable Case-Based Reasoning System" from Ian Watson and his team presents an explainer, based on a Knowledge-Light Explanation Framework (KLEF), that uses a lightweight domain knowledge modeling technique through the creation of a local case-base. Adam Johs, et al. survey the literature to facilitate decomposition of what is meant by quality in the context of XCBR explanations in their contribution "Measuring explanation quality in XCBR." The paper by David Menager and Dongkyu Choi "Episodic Memory: Foundation of Explainable Autonomy" presents a theory of episodic memory that explains how intelligent agents can use their personal experience to make known their internal decision making process.

The second session of the workshop covers more applied papers on CBR and explanations. Belen Diaz-Agudo et al. presents "Data explanation with CBR" an ongoing work on the use of CBR to automate and personalize the generation of data explanatory reports. Venkatsampath Raja Gogineni et al. paper provides a
description of an Application of Case-based Explanations to Formulate Goals in an Unpredictable Mine Clearance Domain. It is worth mentioning that there are three papers on explanation and recommender systems. An Approach to Producing Model-Agnostic Explanations for Recommendation Rankings by Ian Watson et al. is a proposal to develop a recommendation model that uses an ensemble of recommenders to facilitate a model-agnostic means of producing an explanation. Marta Caro-Martínez et al. describes A Theoretical Model of Explanations in Recommender Systems and Kyle Martin et al. presented their work Explainability through Transparency and User Control: A Case-Based Recommender for Engineering Workers that highlights the trade-off between performance and explainability.

We wish to thank all who contributed to the success of this workshop, especially the authors, the Program Committee, and the editors of the workshop proceedings!

Belén Díaz-Agudo
Juan A. Recio-García
David W. Aha

July 2018
Creating an Explainable Case-Based Reasoning System

Suyeon Lee, Samule Li, Harry Lim and Ian Watson

Department of Computer Science, University of Auckland, Auckland, New Zealand
{slee681, sli473, hlim448}@aucklanduni.ac.nz, ian@cs.auckland.ac.nz

Abstract. Case-Based Reasoning (CBR) is a naturally intuitive process that uses past experiences to find new solutions. However, CBR struggles to explain the results concerning the domain knowledge, which is necessary to provide more meaningful explanations to the user. The proposed explainer, based on Knowledge-Light Explanation Framework (KLEF), uses a lightweight domain knowledge modelling technique through the creation of a local case-base. This local case-base, in combination with Principal Component Analysis (PCA) weightings, fortiiori cases, and odds ratio are used to produce a convincing explanation to the user. To evaluate these methods, we investigated under what conditions the explainer produced a good, average or poor explanation through a proposed set of metrics. After categorising the results, each explanation was compared subjectively, to validate the usefulness of the metric, and ultimately, the explanation itself. It was found that the best explanations were produced on datasets with ordinal data that didn't use the local case-base. However, even the best explanations had limitations, indicating that explanations cannot be evaluated on a purely objective level, and a usability study is required to quantify the effects of a good explanation.

Keywords: CBR, explainable, KLEF, PCA.

1 Introduction

Case-Based Reasoning (CBR) is the process of determining new solutions based on past experiences. Although CBR itself is an interpretable system and effective at explaining how it achieves its classification, it remains a challenge to explain the solution in regards to the domain knowledge. By integrating domain knowledge with CBR, the system becomes a better explainable system as it mitigates the limits of explainability, allowing users to learn about the domain knowledge, and reveal the interconnected nature of the features that exist. The two combined ultimately provide more useful explanations and therefore trust in the users of the system; if there is no trust, users will not use the system, especially in mission-critical fields.

The proposed explainer system is an explainer based on a Knowledge-Light Explanation (KLE) with Principal Component Analysis (PCA). The explainer builds a knowledge domain in a lightweight manner, where it finds a fixed number of cases most similar to the query case on both sides of the classification, i.e. the boundary.
The explainer then provides convincing argumentation explanation using odds ratio and the fortiori case.

The PCA and odds ratio values are used to strengthen the explanation through ranking the most significant features and describing the multiplicative effects of each feature respectively. This proposed explainer will be tested under diverse conditions to find the advantages and limitations of its explanation.

2 Hypothesis

The hypothesis under test is as follows: Under what conditions does a combination of PCA, fortiori case and odds ratio explainer system provide good, average or poor explanations?

Unfortunately, the goodness of an explanation is highly subjective. Therefore, this study will attempt to determine an explanation as objectively as possible. The goodness of an explanation ultimately reflects how useful the user will find the explanation. Therefore, we have defined three metrics that we believe most correspond to a good explanation [1]:

**The explanation provides valid results and correct feature relationships**

Part of an interpretable explanation is one which presents useful data that is accurate. Although an explanation is not defined by the accuracy or validity of the results it produces, it acts as a baseline factor to see if a user can trust the system, thus a crucial component of explainability.

The correct feature relationships will be determined by whether or not the explanation reflects the domain knowledge. The validity will be judged by if the query case was correctly classified and if the PCA and odds ratio values make logical sense.

**The explanation allows the user to understand which differences in features contributed towards the classification**

The understanding of which differences in features contribute towards the classification will be measured concerning how reasonable the explanation is, mainly regarding user's ability to understand which feature values were more important in classifying the case. This will have a main focus on the odds ratios provided and also potentially the insight provided by PCA weightings.

**The explanation allows ease of interpretation from the user**

This measures whether or not the explanation is easy to understand. Although subjective, this will focus on if the user can understand the logic behind the results intuitively. If an explanation produces a confusing explanation, extremely high odds ratio values or lengthy explanations with irrelevant information, users are unlikely to be convinced of the use of the explanation as they cannot interpret it.

2.1 PCA

In our system, PCA was used for two primary reasons - to rank the most significant variables in terms of our explanations and to reduce the complexity of the model. In
our numerical datasets, the first principal component accounted for around 70% to 80% variation in the data. We concluded that this explained a sufficient amount of variability, thus, only the first principal component was used in our analysis. In ranking our explanations, the top three weightings are given more emphasis in the explanation. A good explanation should be simplified by extracting the main reasons as to why a classification was made [2], and this is what we aim to do through the ranking system. Therefore, by providing a clearer and more transparent explanation to the user, this will build user trust in the system.

Features with similar values will likely have an odds ratio closer to one. However, if the feature has a significantly larger weighting in the classification of the case, PCA weightings would potentially reflect this.

2.2 Local Case Base and Fortiori Cases (KLEF)

After applying PCA, the local case base and fortiori case were implemented using KLEF [3] as the general skeleton of the structure. The framework provided a good base implementation for explanation of CBR systems using the fortiori case and odds ratio. The fortiori case provides convincing explanation through argumentation of the chosen case. This case refers to the case of the same classification of the query case, which is closest to the boundary in the local case base. By arguing that a case closer to the boundary which has less defining features is of the same classification, this provides a reasonable assumption that the query case is a “better” or more definite classification of that class. Furthermore, odds ratios are used to show data to the user, providing more and hopefully stronger evidence for a certain classification. Providing the user with data or facts gives more trust for the user as it creates more transparency between the user and the system, giving the user an indication of the strength and validity of the explanation. To implement these features, the libraries and framework jCOLIBRI [4] and Weka [5] were utilised.

2.3 Odds Ratio

The Weka framework was used to run logistic regression. Odds ratios are a crucial component in the explainer as they provide easier interpretable data to improve trust and validity of the explanation to the user. For example, producing an explanation to say "X is 3 times more likely than Y..." is more convincing than an explanation that says "X is more likely than Y..." This also provides more knowledge to the user, and allows the user to also use their own intuition on whether they agree or disagree with the system.

2.4 Explanation Generation

The explanation first shows the query case and explanation case to provide transparency to the user; by showing the explanation case, the user is able to see similarities and differences of raw data and use their own intuition and judgement.
Next, the explanation is generated regarding the variables that support the query case. An odds ratio that is greater than one indicates that the query is supported, hence any variables that had this relationship was used for the output. PCA weightings are computed to show which variables are most significant in explaining the variability of the data. The top three weightings are chosen, and if any of the supporting variables are included in these three weightings, then these will be emphasized, thus producing a more convincing argument. All the variables that are not related to the top three PCA weightings will be bullet pointed, variable by variable.

3 Evaluation

The UCI breast cancer dataset [6] consists of 699 data points categorising between malignant or benign with 9 features/attributes. 458 data points are categorised as benign and 241 data points as malignant. The data set contains ordinal data (with numerical values), Space restrictions here limit the reporting of our experiments; a full report can be found at: www.cs.auckland.ac.nz/Rian/X-CBR/X-CBR_FinalReport.pdf

The following is classified as a good explanation:

The query case was compared to a pre-determined classification (explanation case) where both were determined to be malignant. Uniformity Of Cell Size was identified as the most significant variable in classifying malignant. It was found that a higher value of Uniformity Of Cell Size in the query individual leads to a 2 times higher likelihood of being malignant than the explanation individual.

Uniformity Of Cell Shape was identified as the second most significant variable in classifying malignant. It was found that a higher value of Uniformity Of Cell Shape in the query individual leads to a 2 times higher likelihood of being malignant than the explanation individual.

Other variables such as: + Single Epithelial Cell Size being higher on the query compared to the explanation means it is 2 times more likely to be malignant. + Normal Nucleoli being higher on the query compared to the explanation means it is 3 times more likely to be malignant.

This explanation was judged to be good as it met all the criterion in our metrics. All four features correctly correspond to the domain knowledge [7], as the values in the query and explanation align with the relationship defined in the explanation, i.e. higher Uniformity of Cell Size leads to a higher likelihood of being malignant. It also correctly classifies this classification, thus, satisfying the first criterion. Through PCA, we can see that the Uniformity of Cell Size was identified as most significant, which produced a multiplicative effect of two. From a user's perspective, seeing that the most significant variable that classified a malignant person was part of the explanation adds reliability and trust to the user, and they are able to easily identify which features should be focused on. Finally, the ease of interpretation was evaluated by seeing if the multiplicative effects made sense from a user's perspective. All explanations produced were in factors of two and three which, in our metric definition, satisfies the conditions of being easy to interpret.
Results also showed that the goodness of the explanation was heavily dependent on the type of data used. Good explanations were generated on ordinal data, average explanations were generated on nominal data types and poor explanations were generated on skewed numeric data types.

4 Conclusion

Through our implementation of a Knowledge Light Explanation Case-Based Reasoner with PCA, we were able to determine under what conditions a combination of PCA, fortiori case and odds ratio provide good, average or poor explanations. It was discovered that generally the dataset being ordinal data created the best explanations in the case of our case based reasoner. In our results, it was noted that PCA had minimal impact on improving our classification on the usefulness of the generated explanation based on the defined metrics.
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An Approach to Producing Model-Agnostic Explanations for Recommendation Rankings
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Abstract. In the era of big data, recommender systems are becoming increasingly more important in helping users to navigate the vast amounts of content available to them. This has driven the development of recommender systems to utilise increasing quantities of user data and feedback to produce more personalized and higher quality recommendations. In recent years, regulations and social perspective shifts have brought to light the importance of transparency and explainability in how user data is used by artificial intelligence. At the conjunction of transparency and explainability, we develop our hypothesis to explore how these issues can be addressed: can we develop a recommendation model that uses an ensemble of recommenders to facilitate a model-agnostic means of producing an explanation, without sacrificing accuracy? Our system in future aims to facilitate this by generating natural language explanations which describe how the system’s recommended item ranking is produced, by utilizing what we denote a User Profile Frame (UPF) that represent the given weightings on the ensemble. We find that our ensemble approach does not sacrifice accuracy when compared to the individual models, and provides a promising approach for a user-centric and explainable recommendation process.

Keywords: XAI, recommender systems, context-aware recommender systems

1 Introduction

It is no doubt that AI is becoming more common in the everyday life of modern society. This is especially evident in the case of recommender systems, with millions of users interacting daily with such systems implemented in commercial giants including Netflix, Amazon and TripAdvisor [1].

Although there is substantial research interest in the XAI field due to a recent proposal by DARPA [2] and the slew of benefits promised [3], this report seeks to investigate the more user centric goals of XAI. The public has XAI under its focus because of new EU legislation, GDPR, that mandates data protection and privacy laws for individuals [2]. Given that the evolution of recommender systems is to fulfil the need for more personalised, user-centric recommendations, they are consuming increasingly larger amounts of implicit and explicit information about users. We see a tension between these two paradigms; users need higher quality recommendations, which can
be achieved through personalisation, but also requires transparency of how the increasing amounts of personal data is be utilised to provide recommendations.

Existing research in this area is relatively new. Zeng et al. proposes adding a component of argumentation to promote explainability, they suggest that existing XAI models can answer the question “Why this decision or conclusion?”, but they cannot answer “Why not?” [4]. As well as this, Costa et al. suggest a means of generating more convincing explanations through use of a Recurrent Neural Network (RNN) used to produce text emulating user reviews in a domain [5]. With regards to ensemble-based recommender systems; Fortes and Manzato find that combining various types of recommendations in a single model for recommendation using ensemble learning is effective; with their proposed method performing better than their baselines [6]. Finally, Gunter and Bunke successfully demonstrate an improvement in accuracy when using a weighted ensemble voting policy where weights are optimised via a genetic algorithm, although this was achieved with classifier models instead of recommenders [7].

Inspired by related research, this report proposes a combined recommendation model that uses an ensemble of recommenders to facilitate a model-agnostic means of producing an explanation, whilst not sacrificing recommendation accuracy. We denote the set of weights describing the voting power of each recommender as a “User Personalization Frame” (UPF) as it serves the important purposes of providing an explanation of the ranking produced by the combined system, as well as a mechanism that allows a user’s feedback on the explanation to control how the system weights their preferences in providing a recommendation list.

2 Methodology

At a high-level summary, our prototypical combined recommender system comprises individual collaborative metric learning (CML) models trained on implicit feedback that was converted from an explicit dataset [8]. The combined recommender system served weighted scores of the items for a given user’s UPF — generated via a genetic algorithm — which dictated the final item recommendation ranking for the user. Figure 1 shows an overview of this approach, which can include a variety of RecSys methods including CF algorithms and content-based methods, such as case-based reasoning.

![Fig. 1. Overview of system architecture](image.png)
The recommender algorithm we decided to utilise for each of our individual recommender systems was CML, as a means of furthering the user-centered focus of this prototype. We leveraged a free, openly-available movie review dataset (the-movies dataset) provided by Kaggle due to the intuitiveness and user focus of the domain. As suggested in [9], we converted the explicit reviews into implicit actions by creating a threshold for “positive” movie interactions – positive interactions were dictated by reviews of rating 3.0 or greater. To produce the CML models, a relatively new recommender framework, OpenRec [10], was utilized. The OpenRec framework leverages TensorFlow [11] to construct each computational graph, providing the ability to save the individual tensors to disk, which are loaded into the combined recommender. Refer to https://github.com/Nateeo/datamining for the scripts used and the individual/combined artifacts.

The initial training of the ensemble weights follows the success of [7] in the use of genetic algorithms for weighted-vote ensembles. A standard genetic algorithm outlined in Figure 2 was used, where an individual is a tuple of weights representing the UPF. Notably, we use a diversity check and a chaos operator demonstrated in [12] to prevent premature convergence.

It is envisioned that the explanation of the UPF-produced ranking could be generated via something as simple as fuzzy logic. This would be based on the UPF’s weightings of the corresponding individual recommender module within the combined system. For example, consider an individual recommender module trained solely on the social network context of users and another trained with popularity, augmented with a time context decay. In this situation for a given user, suppose that their UPF weighting corresponding to the social context was the highest, closely followed by the weight for the time context. Fuzzy logic could then generate an explanation along the lines of “Because you really like what your friends are watching and value popularity of items somewhat…” to explain how the ranked item recommendations were produced. The user could then provide explicit feedback on the given explanation, which would update the corresponding UPF weightings. In addition to this explicit user interaction, the system could utilise implicit data from user actions to update the UPF.

![Genetic algorithm approach](https://github.com/Nateeo/datamining)
3 Initial Results

We obtained NDCG @ 30, AUC, Precision @ 30, and Recall @ 60 for each individual model as well as the combined recommender system for each of the 20 user’s test data, using the optimal UPF weightings generated by the genetic algorithm.

In Figure 3, the combined recommender’s line graph is filled in grey to compare against the NDCG @ 30 of the individual models. Here it can be seen that the performance of the combined recommender system is comparable to the highest performing individual model, even outperforming it on several users.

Although our initial testing suffered from the problem of sparsity of unknown entries common in offline evaluation of recommender systems [13], our results are consistent with similar evaluation of ensemble approaches in recommender systems and classifiers in the fact that the ensemble does not reduce the overall performance, and can improve it in many applications [6, 7, 13].

![Fig. 3. NDCG @ 30 of the models for 20 random users](image)

4 Conclusions and Future Work

We have investigated the feasibility of a model-agnostic ensemble-based recommender system that can provide explanations for the output item ranking through utilising ensemble weights corresponding to distinct context aware recommender models. Through our development and evaluation of our system, we have demonstrated that the weighted ensemble does not perform worse in terms of accuracy and ranking relevancy when compared with its constituent models.

We have also discussed the promising characteristics of our approach to generate explanations. Namely, the UPF’s allow for simplistic but convincing arguments to standard users, and the nature of our model easily allows for user interaction and customizability in the future. Such characteristics show that this model is able to provide some useful explanations given future development, with the caveat that the explainability revolves around the rankings of the items that the user is shown from the combined model, not explanations of the individual models in the ensemble.
5 References

Explainability through Transparency and User Control: A Case-Based Recommender for Engineering Workers

Kyle Martin, Anne Liret, and Nirmalie Wiratunga
Robert Gordon University, Aberdeen, Scotland
{k.martin, n.wiratunga}@rgu.ac.uk

Anne Liret
BT France, Paris, France
anne.liret@bt.com

Nirmalie Wiratunga
British Telecommunications, United Kingdom
{gilbert.owusu, mathias.kern}@bt.com

1 Introduction

Within field service provisioning industries there is increasing interest into the empowerment of workers to ensure the right expert knowledge is used at the right level in the decision process. In [12], the scheduling system interactively allocates tasks with empowered engineers thanks to a personalised recommendation system that suggests tasks to an engineer based on their history of completed tasks. However, the increasing complexity of tasks lead to situations where engineers struggle to evaluate accurately the required work on tasks which are nearby and within their skill set. The amount of tasks generated every day across all business divisions can be large, which can further exacerbate the problem engineers face in finding appropriate work with the correct context information at the right time. This question becomes more critical when the type of services are inherently dynamic, such as when high priority tasks are raised that require an
engineer’s immediate attention, and require that he must abandon tasks which he might be unable to revisit on time. In a worst case scenario, tasks may miss their deadline.

The motivation of this study is to develop a method to access and prioritize tasks which fall within the engineers’ capabilities, experience and are of relevance to the business at that point in time. A recommender system has potential to fill this gap [4], but responses to a fuzzy logic recommender [12] suggested that users resented the lack of clarity behind its recommendations. The ability to explain a system’s recommendation, or display a level of transparency which allows the user to understand the reasoning behind that recommendation, encourages trust between a system and its users [13].

In [19] the authors present five goals that an explainable intelligent system must be able to satisfy - transparency, justification, conceptualisation, relevance and learning. Based on these criteria, we observe that a CBR system already achieves 3 (transparency [8], relevance and learning [1]), but does not necessarily answer the remaining 2 (justification and conceptualisation). These criteria and the improvement they may bring to interactive services scheduling motivated the contributions of this paper. A real world dataset from telecommunications services has been used for this case study. For each service request, a number of progression comments until successful or unsuccessful completion are reported by engineers. These offer a large source of unstructured data (“engineer notes”), but are difficult to exploit due to variability in content quality.

With this observation in mind, this paper presents a transparent telecommunications task case-based recommender system which has been extended to incorporate the ideas of conceptualisation and justification. To assist users in understanding the necessary concepts for decision-making, we introduce a customizable modular design based upon parallel co-ordinates [9], which considers the input of various similarity assessment modules to develop a recommendation ranking. We combine related case attributes and a local similarities model to improve the conceptual level of recommended objects. To improve the system’s ability to justify a decision, we evaluate several text representation learning measures to determine which is most useful to select features for justification.

We offer several contributions in this paper. We (1) present a framework for case-based recommender systems which facilitates conceptualisation inspired by parallel co-ordinates. We (2) showcase an extension to the system that allows user customisation to suit individual or business needs and improves transparency. Lastly, we (3) evaluate methods of developing representations from engineer notes for similarity-based return on the basis of their accuracy and ability to justify a decision. Though presented as a field services recommender, the concept could be adapted to fit other domains.

This paper is split into the following sections. Section 2 discusses the problem in more detail and Section 3 talks about related work. Section 4 outlines the use of conceptual parallel co-ordinates to improve conceptualisation. Section 5 discusses text representation learning methods and analyses their impact on recommendation justification. Finally, in Section 5 we offer some conclusions.

2 Learning Similarity from the Experts

As in a number of complex services provisioning organisations, the telecommunications engineering force who carry out the work in the field, gradually form a strong and
concrete expertise in the field of network equipment installation and repair. To ensure service delivery, they traditionally are allocated tasks, that each is, in this scenario, a pre-defined time constrained action to perform on a specific piece of equipment. Field engineers record information about the tasks they have completed in text documents called "notes". These notes originally contain necessary information such as location of the task and an overview of the work to be done (Order notes) and are expected to be updated by the engineer when the task is completed with some details of how this was achieved (Closure notes). If a task cannot be completed then the cause of this is also expected to be recorded (Further notes) and lastly, the engineer can enter additional information they feel as necessary (User notes).

This work is motivated by the need to learn similarity from a user’s perspective. We believe that by using notes that have been written by engineers themselves as the information source for a similarity metric, the cases retrieved through similarity-based return will be more representative of this point of view. It will also allow greater opportunity for explainability, as it enables potentially generating post-hoc explanations for recommendations based on other engineers’ description of tasks. Finally it enables extracting and sharing implicit knowledge to proactively inform about practical work instructions, all over the service and supply chain.

3 Related Work

The main motivation behind this paper is the work presented in [19]. In that paper, the authors present the five goals of an explainable intelligent system - transparency (the system can demonstrate the reasoning behind its decision), justification (the system can justify why the proposed solution is better than other potential solutions), conceptualisation (the system can illustrate to the user the meaning of concepts required to understand the decision), relevance (the approach adopted by the system is relevant to the problem) and learning (the solution provided by the system can improve user knowledge).

Anecdotal evidence from a number of sources suggest that Case-Based Reasoning (CBR) systems can already answer 2 of the 5 goals of explainability (transparency, relevance) while facilitating another (learning) by virtue of the architecture itself [6, 17]. We can observe that the solutions offered by a CBR system are always relevant to the presented query, as they draw upon most similar problems that the system has seen before from within the same domain [1]. Furthermore, as CBR systems are based on the concept of reusing solutions to solve similar problems, it is trivial to direct users towards the original solution which led to this point, thus demonstrating transparency of decision-making [8]. We also argue that CBR systems facilitate learning through the method in which they draw on past experience to present a solution to the user. As this is similar to the way in which humans learn [14], it eases uptake of knowledge from the system. We do however acknowledge the argument that a human cannot learn from a solution they do not understand [19], so if a user cannot understand why a presented solution successfully answers a query, then their learning will be inhibited. Thus, we suggest that learning can be most easily obtained by achieving the other 4 goals. As such, we maintain focus on improving justification and conceptualisation.
We argue that a vanilla CBR system does not necessarily answer the remaining two goals - justification and conceptualisation. Although the process which led to the selection of CBR as technical approach is transparent, it is not necessarily clear to the user why the resulting recommendation would be better. Furthermore, although [10] have shown that displaying local similarity scores from known calculations can provide clarity to users regarding the justification of a decision, these do not help in understanding the underlying concepts. Hence we suggest improvements to conceptualisation (inspired by parallel co-ordinate visualisation techniques) and justification (through an evaluation of representation learning methods) aspects in the following subsections.

In this work, we propose to use parallel co-ordinates at a conceptual level with the aim of improving the conceptualisation aspect of field service recommendation systems. Parallel co-ordinates are means to visualise high-dimensional data. They are often used in CBR systems to allow simpler comprehension and comparison of local similarities in the return set [9, 10]. Previously, parallel co-ordinate visualisation methods have been used to improve the explanation of CBR solutions for pharmaceutical tablet formation [10]. In that work, pharmaceutical experts praised the clarity of the method and agreed that the visualisation could be more meaningful and easier to understand than a textual explanation.

However, this method becomes less meaningful if the user cannot understand the features or potentially even the local similarity which is being described. We propose an extension to this practice, by using parallel co-ordinate visualisation techniques at a conceptual level. Similar in essence to the work in [3], where the authors suggest a level of abstraction can be useful for classification, we propose that generalisation of concepts can be a useful tool to improve user understanding for explainability (though we do not use this as a basis to then perform induction for classification as in the original paper). By collecting related local similarities together under a meaningful heading, the user is given context which can improve their understanding of individual similarities and how each contributes to the recommendation as a whole.

In this paper we consider both distributional and distributed approaches to learning representations for text documents as a means to improve a system’s ability to justify a decision. Distributional approaches, such as the statistical-based method tf-idf, produce sparse document representations that can be difficult to utilise in machine learning algorithms, but are trivial to relate back to specific features. Distributed approaches, such as document-2-vector (Doc2Vec) [7], a method derived from Word2Vec [11], produce dense representations. However, as they develop a level of abstraction it becomes more difficult to relate these to specific features.

Deep metric learners, like the Siamese Neural Network (SNN) [2], do not learn a representation directly from the text itself. They receive combinations of pre-processed representations (such as that obtained from tf-idf or Doc2Vec) as input to develop embeddings which are optimised based on an objective. This objective is defined by a matching criteria, which does not necessarily have its basis in class knowledge [5]. Deep metric learners develop representations where cases that meet these matching criteria exist close together, whilst cases that do not exist further apart. The developed space is therefore optimised for similarity-based return. Deep metric learners have shown achievements in areas such as face verification [18] and similar text retrieval [15].
4 Improving Conceptualisation with Parallel Co-ordinates

In this paper we present a case-based recommender system that uses a parallel co-ordinates approach, inspired from visualisation methods, to contextualise local similarities. Here we use the term 'concept' to describe a subset of local similarities or attributes collected under one descriptive heading. For example, in the suggested system all attributes which are heuristically evaluated to give an idea of task urgency or business priority are grouped under the Business Relevance concept module. Each concept makes use of a subset of local similarities or attributes to develop a score, before all concept scores are combined to develop a recommendation ranking. We use this method to augment the backbone of our recommender, which is based on task similarity knowledge gained from text and is described in the following section.

Collecting local similarities under a meaningful heading allows excellent opportunity for conceptualisation. Instead of being presented with only a recommendation or a general score, users can see how a recommended item is scored across several meaningful concepts. For example, an engineer presented with a top recommendation may have difficulty understanding where it has come from. However, if a score breakdown is provided such that the user can see that the recommendation scored an average of 90% relating to Business Relevance concept and 80% relating to Similarity to Previous Work concept then this could be much more meaningful. Grouping attributes into concepts can also improve understanding of the score if any of the individual attributes or local similarities are not meaningful to the user.

The basic idea is this. Let us say we have a set of concepts, \( C \), with each individual concept represented as \( c \in C \). Each concept should represent a related collection of case attributes. Therefore, if \( A \) were to represent the full set of case attributes, such that \( a \in A \), then each concept represents a subset of case attributes, where \( c \subset A \). We can represent the concept similarity score, \( c_s \), between a given query \( q \) and any case \( x \) as:

\[
    c_s(q, x) = \sum_{|A|} a_s(q, x) / |A|
\]

where \( a_s \) represents the local similarity calculation and \( |A| \) represents the total number of local similarities or attributes that have contributed towards that concept score.

We can combine the output of all concept scores to create a global score by which to rank cases. This allows us to develop a visualisation similar to that of parallel co-ordinates [9], as in Figure 1. We argue that collecting related attributes under meaningful concept headings allows users to better understand the relationship between local similarities by giving them context. This in turn can help them understand these better at a conceptual level. Furthermore users should be better able to understand the breakdown of the decision-making process of the system, improving overall transparency.

4.1 Giving Users Control Over Recommendations

We can facilitate transparency in the presented system by giving the user control over the weighting of the individual components of the recommendation at both a local similarity and concept level. These customization options allow the system to be configured
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Fig. 1: The concepts of the recommender can be seen to emulate typical similarity visualisation methods. Importantly, each concept acts as a summary for the local similarity methods within it.

to meet both individual user and business needs, as well as encourage trust in the system. In addition, they ensure that the Task Recommender can be altered to meet the needs of the numerous work types within a telecommunication organisation and presents the opportunity to standardise relevant task retrieval across these disciplines. Thus the similarity calculation for any given concept becomes:

\[ c_s(q, x) = \frac{\sum_{|A|} a_i(q, x) \cdot w^q_i}{|A| \cdot |W^q|} \]  \hspace{1cm} (2)

While the overall similarity for a query \( q \) to any given case \( x \) becomes:

\[ q \sim x = \frac{\sum_{|C|} c_i(q, x) \cdot w^q_i}{|C| \cdot |W^q|} \]  \hspace{1cm} (3)

By giving the user control over the impact that different concepts have upon the recommendation, we encourage the user to have better understanding of how concepts relate to each other at a summary level, one-step above that of local similarities. This can directly contribute to user learning, one of the goals of an explainable intelligent system. Furthermore the transparency of the system is again highlighted, as it allows the user a better understanding of how the recommendation was made. We plan to evaluate this claim in a subject study with telecommunication engineers in future work.

5 Learning a Text Representation for Justification

We examine several methods for learning representations for text documents in regards to their accuracy and their ability to justify a recommendation. Specifically, we consider
a distributional representative (tf-idf), a distributed representative (doc2vec) and a deep metric learner (Siamese Neural Network (SNN)). Furthermore, as deep metric learners require a sample selection strategy to perform most efficiently, we also consider an SNN which uses DYNEE sample selection.

Term frequency-inverse document frequency (tf-idf) calculates a value for each term in a document by dividing the frequency of the term in said document by the percentage of documents which contain that term [16]. As such, for a document representation built from tf-idf, each feature is a value which represents an individual word. It is therefore easy to relate these features back to the raw data to form an explanation. However, tf-idf is not well-suited for extremely large corpus’ or vocabulary as this can lead to sparse representations for documents. In addition, it does not explicitly handle synonyms.

Document-2-Vector (Doc2Vec) [7] is an extension of the Word2Vec algorithm [11]. Word2Vec uses contextual knowledge gained from word co-occurrence to build word embeddings for every term in a corpus and develop a metric space where words that have similar contexts exist close together. Using Doc2Vec, the word embeddings for each term in a document are averaged to produce a representation for the document itself. This allows direct similarity comparison between documents within a corpus based upon their contents, whilst avoiding sparseness of representations.

The SNN is a deep metric learner comprised of two matching sub-networks with identical weights and parameters. Examples are input to an SNN in pairs, and are labeled as either positive or negative based on whether the pair satisfies user-defined matching criteria. The metric space which is learned by the SNN is optimised based upon the stated matching criteria, such that positive examples (pairs of instances which adhere to the matching criteria) exist close together, while negative examples (pairs in which members do not fit the matching criteria) exist far apart.

As the SNNs receive pairs as input, there is an additional dimension to training in the form of a pairing strategy. Research has demonstrated that deep metric learners which incorporate a sample selection strategy can offer increased performance. We therefore also considered an SNN supported by DYNEE sample selection. DYNEE is a sample selection method which combines exploitation of the knowledge gained from training thus far and exploration of the feature space to select pairs for training.

5.1 Evaluation

In this section we evaluate the vectorial representation of notes gained through each method - tf-idf, Doc2Vec, SNN and an SNN with DYNEE sample selection - to determine which develops the best representation in terms of accuracy and explainability. For the purposes of comparison we have created a simple classification task where notes are classified according to one of four work types.

5.2 Experimental Setup

We extracted two months worth of notes generated by telecommunication engineers between March and April 2018. We used Order notes as a means of developing a representation for similarity-based return in a case-based reasoning system. Order notes have the nice property to be present in all tasks, which is not true for any other note type. We
also filtered out any Order note which contained less than 50 characters, as these were judged not to contain enough information to be meaningful. This resulted in a dataset of 1610 notes split into four classes - cabling (227 notes), jointing (789 notes), overhead (503 notes) and power testing (91 notes). These classes represent the work type (i.e. the primary competence of engineer required) which is associated with each note.

The dataset was split into train and test and evaluated using 5-fold cross evaluation. Embeddings for each note were built using each of the above outlined methods. We used k-nearest neighbour for similarity-based return, with $k$ equal to 3. The Doc2Vec feature size was 300. For the SNN implementation using DYNEE, pair selection was repeated every 5 epochs. The $\alpha$ exploitation ratio used for DYNEE was $|P|/10$.

### 5.3 Results

The results can be seen in Table 1. All representations generated by deep metric learners obtain higher accuracy on the classification task. Tf-idf itself does particularly poorly - this is to be expected, as tf-idf does not consider the context of terms whereas doc2vec does. We only display results for SNNs which used input gained from the Doc2Vec model. This was simply because it achieved the best results, though both SNNs using tf-idf as input still outperformed other methods.

Figure 2 illustrates representations of the casebase using a multi-dimensional scaling scatter plot. It confirms that concepts learned by SNNs form better clusters around class boundaries. This also supports the performance gains observed with SNNs.

<table>
<thead>
<tr>
<th>Architecture</th>
<th>Accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tf-Idf$_{k\rightarrow NN}$</td>
<td>62.24</td>
</tr>
<tr>
<td>Doc2Vec$_{k\rightarrow NN}$</td>
<td>63.79</td>
</tr>
<tr>
<td>SNN BASE$_{k\rightarrow NN}$</td>
<td>66.25</td>
</tr>
<tr>
<td>SNN DYNEE$_{k\rightarrow NN}$</td>
<td>66.83</td>
</tr>
</tbody>
</table>

Table 1: Results of representation learning methods on a classification task.

### 5.4 Explainability of Results

We examined the explainability of each representation in terms of the ability to justify a classification with evidence from the feature set. Using tf-idf we can highlight exactly what terms are similar and have led to finding nearest neighbours by identifying the features that demonstrate most similarity. As each feature directly relates to a term from the documents themselves, it is trivial to find a list of correlating terms. Similarly, using the features from the doc2vec representation we can identify which concepts have seen the most activation, or are most closely related to specific features. However, the SNN is more opaque. After having been input to the network, it becomes difficult to map the meaning of the abstracted output representation back to the original input.

---

1Both SNN sub-network architectures were comprised of 3-layer perceptrons which used ReLU activations and were trained for 250 epochs.
This leads us to the conclusion that there is a trade-off between performance and explainability. Examining this, we find that the representations built by methods which allow the easiest justification of results (such as tf-idf) are extremely close to the raw features of the data. Meanwhile, the representations built by deeper methods (such as the SNN) tend to achieve greater accuracy as they have underwent a series of abstractions. We can observe there is a trade-off between the clarity that using raw features allows and the performance boost enjoyed by architectures which can develop abstract concepts from data to produce embeddings. This leads us to the suggestion of the explainability-abstraction spectrum. In future work, we plan a subject study with telecommunication engineers to empirically evaluate the justification capacity of different text representation learning methods.

6 Conclusion

In this paper we have introduced an explainable task recommender system that is applied to telecommunications service operations flow. This system adheres to the five goals of explainable artificial intelligent systems in its design. We have also presented a method to improve conceptualisation in a CBR system using parallel co-ordinates at a conceptual level. Lastly, we have performed an evaluation of methods to produce representations for text in regards to their ability to justify a decision.

As future work, we are planning a deployment with the intent of obtaining user feedback to evaluate the system on its explainability. Moreover our study confirmed the potential of engineering notes to help drawing up some extra information about tasks. We are in particular motivated to exploit these unstructured data to classify the pieces of work according to actual required knowledge and then recommend workers with on one hand suitable task in need of action, and on the other hand conceptualised form of task context annotated with disturbance likelihood assessment.
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1 Introduction

Recently, machine learning systems have produced results that have garnered an attentive audience, especially amongst those in industry and government. Unfortunately, many, if not all, of these systems operate like black boxes, of which humans can neither understand, nor predict the internal decision making processes. Users who rely on artificial intelligence systems for recommendations, decisions, or actions will naturally want to understand and predict their behavior. This is especially true for agents existing over extended periods of time because they will likely operate under intermittent or no supervision.

An explainable agent will help remedy this issue, providing information and justifications for its behavior and allowing its user to understand and predict its decision making processes [6]. To demonstrate this capacity, an agent must be able to: summarize its personal history at appropriate levels of abstraction; explain why and when it chose goals to pursue; provide the rationale for how the goals were achieved; discuss how actions were executed in the world; provide details on alternative options for achieving goals; and expose any failures or difficulties the agent faced during planning or execution.

We believe that cognitive systems provide an ideal basis for building such agents. This paper builds on our previous work [11] where we developed episodic memory for a cognitive architecture, Icarus [10], and characterizes the role of this memory in facilitating explainable autonomy. In the following sections, we first review the architecture briefly and describe its episodic memory and the
processes that work over it. After that, we explain our approach to explainable agents using episodic memory and describe an ICARUS agent we built using this capacity. We then discuss some related work and future directions for research before we conclude.

2 ICARUS Review

ICARUS is a cognitive architecture that provides an infrastructure for modeling intelligent behavior. As such, it makes strong commitments to its knowledge representation, memory, and the processes that operate over them. Some of these commitments are shared with other architectures like Soar [9] and ACT-R[1], but ICARUS uniquely emphasizes on hierarchical knowledge structures and teleoreactive execution. In this section, we briefly review the main aspects of the architecture before we continue our discussions on its episodic memory.

ICARUS has two distinct knowledge structures, concepts and skills, for representing semantic and procedural knowledge, respectively. Concepts describe the relations between objects in the world. ICARUS distinguishes two kinds of concepts. Primitive concepts directly relate objects in the world, while higher-level concepts define relations amongst lower-level concepts. For example, Table 1 shows some sample concepts for an agent playing Minecraft. The first in the list is a primitive concept describing the situation where the agent is carrying an item. It matches against two perceived objects, self and hotbar, and their attributes and performs a test on them. The second concept is a higher-level one that refers to another concept entity in addition to specifying perceptual matching conditions and tests.

Table 1. Sample ICARUS concepts and skills for Minecraft.

\[
\begin{align*}
((\text{carrying} \ ?o1 \ ?o2 \ ^{\text{type}} \ ?type \ ^{\text{location}} \ ?loc \ ^{\text{size}} \ ?size) \\
: \text{elements} \ ((\text{self} \ ?o1) \ (\text{hotbar} \ ?o2 \ ^{\text{type}} \ ?type \ ^{\text{location}} \ ?loc \ ^{\text{size}} \ ?size \ ^{\text{belongs-to}} \ ?o1)) \\
: \text{tests} \ ((> \ ?size \ 0))))
\end{align*}
\]

\[
\begin{align*}
((\text{behind-of} \ ?o1 \ ?self) \\
: \text{elements} \ ((\text{self} \ ?self \ y \ ?y)) \\
: \text{conditions} \ ((\text{entity} \ ?o1 ^{y} \ ?y1)) \\
: \text{tests} \ ((> \ ?y \ (+ \ \text{padding} \ast \ ?y1))))
\end{align*}
\]

\[
\begin{align*}
((\text{about-face-to} \ ?o1) \\
: \text{elements} \ ((\text{self} \ ?self)) \\
: \text{conditions} \ ((\text{behind-of} \ ?o1) \ (\text{on-vertical-axis} \ ?o1)) \\
: \text{actions} \ ((\text{turn-left})) \\
: \text{effects} \ ((\text{not} \ (\text{behind-of} \ ?o1)) \ (\text{on-vertical-axis} \ ?o1) \ (\text{front-of} \ ?o1)))
\end{align*}
\]

\[
\begin{align*}
((\text{turn-around} \ ?o1) \\
: \text{elements} \ ((\text{self} \ ?self)) \\
: \text{conditions} \ ((\text{behind-of} \ ?o1)) \\
: \text{subskills} \ ((\text{about-face-to} \ ?o1) \ (\text{stop-turning})) \\
: \text{effects} \ ((\text{on-vertical-axis} \ ?o1) \ (\text{front-of} \ ?o1) \ (\text{not} \ (\text{turning} \ ?self))))
\end{align*}
\]
Icarus’s skills are procedural descriptions for how to achieve goals. As the last two items in Table 1 show, skill definitions are condition-action pairs with associated effects. Primitive skills like about-face-to describe direct actions the system should take in order to achieve the desired effects under the conditions described. Higher-level skills like turn-around have subgoal decompositions that, in turn, triggers other skills.

During run time, Icarus operates in cycles. As Figure 1 shows, on each cycle, Icarus receives sensory information from the environment and posits them into its perceptual buffer. From there, the system elaborates a belief state by engaging the inference engine. All beliefs are inferred in a bottom-up fashion to ensure that all possible inferences are made. Once the system completes this step, it selects a skill that achieves one or more of its goals and instantiates the skill as its intention. Then Icarus executes that intention until the goal is achieved, or the skill is no longer executable. The architecture continues operating in cycles until all its goals are satisfied. In the next section, we now turn our attention to the recent extension for episodic memory.

![Fig. 1. A diagram showing Icarus’s memories and processes.](image)

### 3 Episodic Memory in Icarus

The episodic memory in Icarus is a long-term, cue-based memory that the system uses to encode and retrieve records of events. As shown in Figure 2, the memory is a compound structure composed of a state-intention cache ($\rho$), a concept frequency forest ($F$), and an episodic generalization tree ($T$).

The state-intention cache is an ordered sequence of belief state and intention pairs, which stores a complete, detailed history of what the agent observed and what it did. This cache is reminiscent of an episodic buffer from the psychological literature [3] that is believed to process the recent past. The traces that are collected into the cache must be processed for interesting events, which Icarus determines using its concept frequency forest. This forest is a collection of concept frequency trees that are indexed by the agent’s location predicate.
at their roots. Each of these trees tracks the concept instances the agent observed at a particular location and maintains conditional probabilities for them. Using these trees, the system can form expectations to observe certain concept instances and not to encounter other instances in a particular location. Such expectations then allow the agent to segment events properly, just as humans are believed to perceive the beginning of a new episode when their near-term expectations are violated [8].

When one or more unexpected concept instances occur, the system creates a new episode based on these. An episode is a tuple that includes the beginning and end states, the set of significant beliefs in the end state, and the number of times the episode has occurred. This follows Tulving’s [15] notion of an episode being a mental construct composed of a sequence of observed changes, with subjectively defined start and end points. For example, in Blocks World, the system might have in its episodic memory an episode like the following:

\[
\text{episode}(\text{state}_1, \text{state}_2, \ldots, \text{state}_n) \\
\text{start}: ((\text{on a } b)) \\
\text{end}: ((\text{not (on a } b))) \\
\text{significant-beliefs}: ((\text{not (on a } b))) \\
\text{count}: n
\]

Observe that the head of the episode contains a list of pointers to belief states stored in the cache where this episode occurred. The associated intention for the episode can be found by following the pointer to the cache and looking at the executed intention at that state. The start and end fields define the state sequence boundaries for the episode. Theoretically, the start and end points can be arbitrarily far apart, but they are assumed to be consecutive in the current implementation. The significant beliefs field contains all the positive and negated beliefs that violated the agent’s expectations and, therefore, are deemed interesting to the agent.
The last remaining component of Icarus’s episodic memory, namely, the episodic generalization tree, groups episodes according to their similarities in a hierarchy. The root node of this tree is the most general episode that can instantiate all other episodes. When a new episode is created, the system checks the generalization tree from the root node to find where to insert the episode. If there exists a generalized episode in the tree that can instantiate the new episode, the system attempts to insert the new one under this generalized episode. If any of the children can, again, instantiate the new episode, Icarus moves to its children. If a child node is identical to the new episode, the system simply increment the count for that child episode. Otherwise, the new episode is inserted as a new child episode.

Once the insertion of a new episode happens, the system searches for any possible generalizations among the siblings of the new episode. This might result in a new generalized episode that covers a subset of the sibling episodes. This allows the system to maintain a series of generalized episodes at different levels for each fully instantiated episode at the leaf node, which Icarus can use when generating explanations at different levels of abstractions. We believe the episodic memory structures and processes we reviewed so far facilitates explainable autonomy in Icarus agents. In the next section, we continue our discussion in this direction.

4 Episodic Memory for Explainable Autonomy

Episodic memory is a domain independent case-based reasoning mechanism. In this section, we provide details about the episodic phenomena we wish to model, and present some theoretical postulates to explain them. We provide insight on feasible cognitive structures for achieving explainable autonomy using episodic memory, thereby making clear the relationship between episodic memory and case-based reasoning. Lastly, we present preliminary evidence showing that agents with episodic memory capabilities can in fact be explainable agents. The behaviors we think are most suited for explainable autonomy are:

**Summarization** People summarize their past experiences at appropriate levels of abstraction. They discuss information with appropriate details, rather than spew low-level information about quotidian happenings that may overwhelm their counterparts.

**Question answering** People are also able to answer a variety of questions about their internal decision making processes and behaviors. Question answering is not a one-off behavior. People can provide more detailed information when asked, and they can also answer follow-up questions about their goals beliefs and intentions at varying levels of detail.

**Prospective thinking** Lastly, people can think about and discuss with others what they might do in the future. Psychological evidence from [2] shows that young children’s ability to think about their future depends on what they remember about their past.
We would like to create agents that demonstrate this range of behaviors. We supplement the behavioral aspects related to explainable autonomy with theoretical postulates that attempt to explain them:

**Explainability is facilitated by episodic memory contents.**
An agent records its personal experiences as episodes, which are stored and organized inside its episodic memory. Processing episodic memory contents allows an agent to expose details about its past experience.

**These contents describe an agent’s internal and external states.**
Episodes contain descriptions of an agent’s beliefs about the world as well as descriptions of the agent’s goals and intentions for achieving its ends.

**Episodic memory structures are domain independent.**
Cognitive structures such as goals, beliefs, intentions, and episodes are abstract symbolic structures that are grounded eventually.

The first postulate in the theory emphasizes the role of knowledge and information processing in explainable autonomy. In contrast to popular machine learning techniques, the cognitive systems approach recognizes that explainable agency is not purely a matter of inputs and outputs, but multi-step mental processes that involve many different modules in the cognitive architecture. The second and the third postulates expand the first by specifying some representational properties of the mental structures reasoned over by episodic memory processes. Next, we present some preliminary findings that show an agent explaining its behavior in a computer game, Minecraft.

### 5 Icarus Agent for Explainable Autonomy

In this paper, we focus our attention on creating agents that answer questions about their past. Answering questions requires that an agent retrieve episodic memory contents, process the rememberings to evaluate their relevance to the question, and synthesize a response from the relevant information. The episodic memory in Icarus supports cue-based retrieval to allow the agent to recall its personal past. Retrieval operates on the generalization tree and is triggered deliberately. Deliberate retrieval is goal-directed, meaning that the system has skills for remembering. For instance consider the skill for answering how a goal was accomplished:

```
inform-how(?o1)
elements: ((question ?o1 type goal how t))
conditions: ((uninformed ?o1))
actions: (*explain-goal-achievement ?o1)
effects: ((not (uninformed ?o1))
```

This skill allows an agent to a question about how it achieved a goal. Given that the questioner is wants to know how the goal was achieved, if the system
explains how, then the questioner will no longer be uninformed about the goal. The action \textit{*explain-goal-achievement} involves the agent retrieving episodes from its memory, and synthesizing text that gets output to the screen. To clarify the episodic nature of these explanations, consider Algorithm 1 which shows how the agent retrieves episodes that match a goal description. Observe that on line 5, the episode cache pointers are being collected, so the agent can recover its previously executed intentions.

**Algorithm 1** \textsc{remember}(\rho, \tau, \text{goal})

1: remembered $\leftarrow$ \textsc{retrieve}(\tau, \text{goal})
2: idx $\leftarrow \emptyset$
3: ints $\leftarrow \emptyset$
4: for all episode in remembered do
5: collect episode.cache-pointers into idxs
6: for all idx in idxs do
7: executed-intention $\leftarrow \rho$.intentions[idx]
8: if not Null(executed-intention) then
9: collect executed-intention into ints
10: return ints

We tested our explainable agent in the popular video game Minecraft\cite{12}. Minecraft is an open-world, sandbox game. Players can create and experience new worlds by collecting resources, building structures, discovering new lands, etc. We placed our agent in a room with a zombie, and told the agent to defend itself against the threat. After the agent kills the zombie, we asked the agent a series of questions about what happened. The following is a transcript of the interaction, where we present English translations of the questions in bold and then the agent’s response. On any given question, the system describe all experiences that are relevant, but does not make clear the sequential relationship amongst its experiences.

**How did you achieve a situation where the zombie1 is not present?**
- I did (ATTACK ZOMBIE1) to achieve (NOT (ENEMY ZOMBIE1)).
- I did (KILL ZOMBIE1) to achieve (NOT (ENEMY ZOMBIE1)).

In this response, the system exposes that it did two different procedures for clearing the room of the zombie. Next we discover why two different procedures were followed.

**Why did you attack zombie1?**
- I executed (ATTACK ZOMBIE1) because I wanted to achieve ((NOT (ENEMY ZOMBIE1))).

  All I had to do make it executable was to have:

  ((ARMED-AND-DANGEROUS ME) (NEXT-TO ZOMBIE1 ME))
Why did you kill zombie1?

– I executed (KILL ZOMBIE1) because I wanted to achieve:
  ((NOT (ENEMY ZOMBIE1))).
All I had to do make it executable was to have:
  ((ARMED-AND-DANGEROUS ME))
I could have done (ATTACK ZOMBIE1), but at the time
  ((NEXT-TO ZOMBIE1 ME) (ARMED-AND-DANGEROUS ME))
were unsatisfied conditions.

Notice how the system reveals that there are two different ways to rid the room
of a zombie. Notice also that the agent makes known alternatives that it could
have chosen and explains why they were not selected. Next, we find out about
the structure of (KILL ?O1) and (ATTACK ?O1).

How did you actually attack zombie1?

– I executed (ATTACK ZOMBIE1) by performing motor functions:
  (*ATTACK 'ZOMBIE1)
The attack skill specifies low-level details on what motor functions to perform
to complete the task.

How did you actually kill zombie1?

– I executed (KILL ZOMBIE1) by following steps:
  ((OFFENSIVE-GO-TO ZOMBIE1) (ATTACK ZOMBIE1))
The agent reveals that (KILL ?O1) is a more abstract description of how to
remove a zombie from a room than attack, because (ATTACK ?O1) is contained
as a subskill of (KILL ?O1). In Minecraft, zombies move around or move to the
player they are trying to eat so, at times the more generic (KILL ?O1) procedure
is applicable, and other times, the zombie is in a situation, where the system can
directly execute primitive actions to achieve its ends.

Why did you nominate being armed and dangerous as a goal?

– I nominated (ARMED-AND-DANGEROUS ME) because it was a necessary
  condition for (KILL ZOMBIE1).

In this question, the agent is explain its reasons for trying to achieve situations
in the world. In the current implementation, goals are either given to the agent
as a top-level goal, or the system can nominate goals to achieve which it thinks
will allow it to achieve its top-level goal.

Our Icarus agent is able to describe details about its decision making process
that allow a user to predict its behavior and make expectations about what tasks
the system can accomplish. Observe that a system without episodic memory
capabilities cannot answer questions about its behavior in this level of detail. So,
it seems that researching the role of episodic memory and its related processes
is a promising direction for creating explainable collaborative agents.
6 Related Work

Efforts to create systems that explain their internal motivations and justify their actions are not new [4, 14]. The case-based reasoning community has a rich history of building such systems, so we review some of these systems here. We begin with work in case-based reasoning, then move to discuss episodic memory in cognitive systems.

One early work in case-based reasoning attempted to explain how the system designed physical devices [5]. This work used meta-cases to store a trace of the cognitive processing done during problem solving. These meta-cases could be retrieved to explain to a user the reasoning behind the agent’s design choices. This research is closely related to our work, but unlike their system, our work uses a domain independent episodic memory.

Work by Molineaux and Aha [13] describes a goal reasoning system with episodic memory-like capabilities for learning event models. While the system bears much resemblance to our work including its ability to be surprised, capacity to generate explanations using episodic memory-like structures, the system is only used for learning event models. Explanations are used internally and are comprised of observation-action sequences. The system does not generate explanations of its own behavior. All models that the system learns are related to explaining exogenous events, and the system does not remember its actions in relation to the goals it was pursuing.

There are a few other work that incorporated episodic memory into a cognitive architecture. Most notably, Soar has an episodic memory that contains sequentially ordered snapshots of the agent’s working memory. Although their work does not make theoretical commitments on how episodic memory explains human behavior, it does present a series of design decisions that are inspired by psychological evidence.

7 Future Directions

Our aim is to create systems that can explain their behavior to humans in a natural way. Now that we have presented our theoretical position on the role of episodic memory in explainable autonomy, and shown how the theory can be implemented, we propose a research agenda that can guide our efforts towards meaningful progress.

We would like to turn our attention to summarization. To some extent, our agent can already explain its behavior in an abstract manner because it can abstract away low-level details when describing how it killed a zombie, but we want our system to synthesize its history into summaries. Much like in story telling, we want to design systems can that tell users stories about the events they experience.

Lastly, we would like our agent to accept feedback from users about how to make decisions. And, in conjunction with modeling these behaviors, we should simultaneously devise and debate theories that explain these behaviors. In so doing, we advance our understanding of the nature of intelligence.
Conclusions

In this paper, we argued that episodic memory capabilities allow intelligent agents to explain their internal decision making processes to users. We adopted the cognitive systems paradigm and showed evidence that supports our claim. Additionally, we also provided a theory of episodic memory that explains aspects of how people think about their personal future, summarize events, and answer questions about their past. We also showed how the implementation of the episodic memory in Icarus has been guided by psychological evidence. We also provided some thoughts on promising directions that could yield new insights into explainability.
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1 Introduction

Agents in a mine clearance domain must perform critical surveillance tasks with high accuracy in deep waters where communication and observability are limited. Due to unpredictable and dangerous events such as explosions in unexplored areas, intelligent behavior is required to understand and respond to the environment. In this domain, explanation is useful for both monitoring the environment and engendering trust in human operators who have only intermittent contact with the agent. In this paper, we consider the problems of understanding, reacting, and communicating for a deliberative mine hunting agent that must respond to such unpredictable events.

Our agent for this domain is called GATAR (Goal-driven Autonomy for Trusted Autonomous Reasoning). GATAR plans to achieve its goals, then executes each step in this plan after checking to confirm that its preconditions are met. The actions constitute GATAR’s expectations about the world, when they do not match the current observations of the world, it tries to recognize their causes and predict their effects on the agent’s goals. These cognitive capabilities provide two benefits: first, they help GATAR to intelligently respond to such events and prevent their recurrence; second, they help GATAR communicate the rationale behind its behavior to third parties. This second benefit is critical to building trust when working with humans [1]. While the GATAR agent is the primary focus of this paper, we expect lessons learned and results to be generalizable; we expect intelligent explanation-based behavior with deliberately selected goals to be useful in other critical domains like surveillance, medicine and autonomous driving.

One approach to responding to unpredictable events is to generate contingent plans in advance that cover all possibilities. Unfortunately, this is computationally intractable
in most domains and handling all the plan possibilities for an unexpected event can be overwhelming. However, in any specific domain of interest, an abstractly defined case-base of explanations by domain experts can be retrieved and adapted to explain the unpredictable event.

In this paper we present an approach by which an agent can respond to unpredictable events using case-based reasoning [20] for explanation. Here explanation provides a causal basis for goal generation and enables communicative rationale for goal changes to third parties. This approach follows Goal Directed Autonomy (GDA) principles [2,3,4,5,6], in which agents respond to discrepancies (i.e., agent expectation failures) by generating explanations and generating goals based on those explanations.

In Section 2, we describe a mine clearance domain along with the goals of an agent, followed by a discussion of unpredictable events. A description of explanatory cases, their retrieval and an approach for goal formulation follows in Section 3. Section 4 presents the evaluation and empirical results, related research is in Section 5. The conclusion and future scope completes the paper in Section 6.

2 The Mine Clearance Domain

Our approach is implemented in the mine clearance domain, which is simulated using MOOS-IVP [8], software that provides complete autonomy for marine vehicles.

![Figure 1 Mine Clearance Domain with two clearance areas in the Q-route](image)

Figure 1 shows the simulation of the mine clearance domain with a GATAR agent directing a Remus unmanned underwater vehicle. The Q-route is a safe passage for ships to enter and leave the port and is represented as a rectangular area in Figure 1. GA1 and GA2 are the two octagonal shaped areas where mines are expected to exist, while the triangular shaped objects are the mines. The goals of the agent are to survey and clear mines in GA1 and GA2. The Remus has a sonar sensor with a specific width of 10 units and a length of 5 units to detect mines. This domain is setup in such a way that the mines are manually placed in and outside the Q-route.
2.1 Problems and Unpredictable Events in MOOS-IvP

In the mine clearance domain, several events often co-occur simultaneously, and many events cannot be predicted based on knowledge available to an agent. These events might affect the agent itself or the mission of the agent. Explanations help the agent to recognize these events, decide whether they are problematic, and respond to them. Specific responses are not within the scope of this paper; however, we will look at several events which will and will not be a problem to the agent.

In this domain, an enemy ship lays mines randomly around the area to hurt friendly ships. A mine in a Q-route presents a problem because friendly ships will subsequently traverse the Q-route and may be damaged by such a mine. Removing such mines is an explicit goal for GATAR within areas GA1 and GA2. However, a mine discovered outside the Q-route or within it but outside of GA1 and GA2 might or might not be a problem to the agent. The agent must decide the difference between the two, and explanation is used for these decisions.

3 Case-based Explanation Patterns

In our work, each case in GATAR’s case-base is an abstract explanation pattern (XP) [7] engineered by experts for a specific domain. An XP is a data structure that represents a causal relationship between two states and/or actions; each action/state is abstractly defined with variables to be adapted during or after case retrieval. In GATAR, an action or state is referred to as a node and different types of nodes are described based on their role in an XP, as follows:

- **Explains node**: An unpredictable action/state that is observed.
- **Pre-XP node**: Action/state that is observed along with the explains node.
- **XP-asserted node**: An action, state, or XP that contributes to the explanation’s cause. In the case of a causing XP, the effects of the cause XP can be seen as direct causes, and the causes of that XP indirect causes, of the effect XP.
- **Internal node**: Action/state that links the XP-asserted nodes with both the explains and the pre-XP nodes.

An explanation pattern represents a causal structure in which XP-asserted nodes form an antecedent, and a consequent is made up of pre-XP nodes and an explains node; we say that XP-asserted nodes cause the associated explains and pre-XP nodes. The internal nodes form the connecting links between antecedent and consequent.

3.1 Retrieving, Reusing and Revising Explanation Patterns from a Case-base

Case-based reasoning follows a formal four-step process to retrieve, reuse, revise and retain cases [20]. Since we assume that the cases defined by the experts in the domain serve our purpose, retention is not much of a concern in this domain. However, XP’s are retrieved, reused and revised. In GATAR, explanations are retrieved by the Meta-AQUA component [9], a story understanding system that tries to explain discrepancies in a story through use case-based explanations. We have integrated this system with the MIDCA (Metacognitive Integrated Dual Cycle Architecture) component [10], a cognitive architecture that perceives and acts directly on the world, to examine the interaction between explanation generation (by Meta-AQUA) and goal formulation.
(provided by MIDCA); for the purposes of this paper, we refer to the combined system as the GATAR agent.

Actions and states in the world are perceived by the MIDCA component and sent to Meta-AQUA in the form of a story. A story with an unpredictable event retrieves an abstract XP from the case-base. However, a story here is not a natural language text but a frame representation of action and state pairs. However, MIDCA identifies an event as an unpredictable event if it does not match the expectations of the world observations by the agent.

An abstract XP is retrieved when Meta-AQUA unifies its explains node with each new unpredicted state or action, if the unification turns out to be true then the pre-XP nodes of the corresponding case are unified with the observations of the corresponding states or actions from the story, if they turn out to be true then the specific XP is retrieved. Moreover, the retrieved abstract XP is reused by adapting the variables in the consequent with the world observations and back-chaining the variables to fill the antecedents. However, if the XP-asserted nodes in the reused XP contain hypothetical information they can be revised when the new knowledge is obtained from the story.

Figure 4 depicts an XP named PROBLEM-XP from the case-base for the mine clearance domain. Although retrieval of this XP follows the same procedure discussed above, composite XPs such as this merit further discussion and have some exceptions. An XP within an XP can act as a node, although it might not be an action/state but all the actions/states in an XP falls under XP-asserted nodes when looked at the entire composite XP. However, this is not the case when looking at them individually. PROBLEM-XP refers to a simpler explanation pattern, MINE-XP, which can be used to explain a hazard-detection action in a clear-area, which is an unpredictable event. In this XP, hazard-detection is an explains node, which forms part of the antecedent of MINE-XP, along with the pre-XP nodes clear-area and mine, which describe state that is observed alongside the hazard detection when MINE-XP applies. The antecedent of
MINE-XP is composed of a mine-layer action, enemy-pilot state, and enemy-ship state, all of which are XP-asserted nodes.

EXPLOSION-XP in Figure 4 is used to explain the explosion of a friendly ship. In this XP, the consequent is composed of an observed action explosion-scene(friendly-ship) (the explains node) and a state of broken(friendly-ship), a pre-XP node that represents broken pieces of a ship. The antecedent of EXPLOSION-XP includes three XP-asserted nodes: the hazard-detection action and the state nodes “exists(friendly-ship)” and “at-location(mine, friendly-ship)”. Note that a hazard-detection action is used as an XP-asserted node by EXPLOSION-XP, and as an explains node by MINE-XP; this allows them to chain together.

Finally, PROBLEM-XP explains that there is a problem when a mine coexists with a Q-route; a problem exists in this situation because friendly ships will travel through a Q-route and be damaged by the mine. The antecedent of PROBLEM-XP is EXPLOSION-XP. PROBLEM-XP is specialized and retrieved from the case base by GATAR whenever a story from MIDCA unifies with PROBLEM-XP’s explains and pre-XP nodes.

(story-input
 (survey.4
  (actor (value remus))
  (location (value ga1)))
 ((state
   (at_location.7 (co-domain (value transit))
    (domain (value remus)))
   (enabled.4 (domain (value remus))
    (hazard_at_location.1 (co-domain (value transit))
     (domain (value mine6))))

 (hazard-detection.1 (actor (value remus))
  (location (value transit))
  (object (value mine6))"

  (state
   (at_location.8 (co-domain (value transit))
    (domain (value remus)))
   (enabled.5 (domain (value remus))
    (hazard_at_location.2 (co-domain (value transit))
     (domain (value mine6))))

)

Figure 5 A story for detecting mine at the Q-route.

Figure 5 gives a story representation for a mine detection in a surveilled Q-route by a Remus in area GA1. This story consists of a series of actions, each of which is followed by a world state observed by MIDCA. Note that a similar story of mine detection that occurs during transit, but not in a Q-route, will not retrieve PROBLEM-XP but will retrieve MINE-XP.
For the state frame PROBLEM-XP.12593:
The VALUE facet of the ACTOR role is REMUS.12595.
The VALUE facet of the OBJECT role is MINE.12597.
The VALUE facet of the LOCATION role is QROUTE.12599.
The VALUE facet of the EXPLAINS role is HAZARD-DETECTION.12621.
The VALUE facet of the PRE-XP-NODES role is (MINE.12597 QROUTE.12599).
The VALUE facet of the INTERNAL-NODES role is NIL.0.
The VALUE facet of the XP-ASSERTED-NODES role is (EXPLOSION-XP.12601).

Figure 6 Part of Retrieved PROBLEM-XP

Figure 6 shows a specialized PROBLEM-XP with all the placeholders of the observations in the natural language fed to MIDCA. REMUS.12595 is the specific instance of the Remus in the story; similarly, all nodes in Figure 6 are specialized observed actions/states including the antecedent EXPLOSION-XP whose representation can be expanded and will be discussed in the section 4.2.

3.2 Goal Formulation from a Retrieved XP

Goal formulation is essential for an intelligent agent to respond to unpredictable events; in GATAR, we perform formulation by chaining backward on each of the antecedents of retrieved XPs until we reach all the antecedents that GATAR can respond to. Antecedent nodes include actions and or states; therefore, when GATAR wishes to prevent an undesired consequent from recurring, it considers as potential goals the elimination of antecedent actors or objects that participate in antecedent states. The potential goals are generated using the removal mapping function that takes in the actors or objects and outputs the goals that eliminate them.

For the state frame EXPLOSION-XP.12601:
(Which is in the ANTECEDENT slot of frame PROBLEM-XP.12593)
The VALUE facet of the ACTOR role is SHIP.12603.
The VALUE facet of the OBJECT role is MINE.12597.
The VALUE facet of the LOCATION role is QROUTE.12599.
The VALUE facet of the EXPLAINS role is EXPLOSION-SCENE.12653.
The VALUE facet of the PRE-XP-NODES role is (BROKEN.0).
The VALUE facet of the INTERNAL-NODES role is NIL.0.
The VALUE facet of the XP-ASSERTED-NODES role is (MINE-XP.12607 AT-LOCATION.12670 SHIP.12603).

Figure 7 Specialized EXPLOSION-XP from the PROBLEM-XP

In the mine domain, future PROBLEM-XP events are prevented by preventing the antecedent EXPLOSION-XP. Figure 7 describes a specialized XP, EXPLOSION-XP.12601; we consider its antecedents, AT-LOCATION.12670, and MINE-XP.12607, to discover potential goals.

For the state frame AT-LOCATION.12670:
(Which is in the ANTECEDENT slot of frame EXPLOSION-XP.12601)
The VALUE facet of the DOMAIN role is SHIP.12603.
The VALUE facet of the CDOMAIN role is MINE.12597.

Figure 8 Specialized AT-LOCATION from the EXPLOSION-XP
AT-LOCATION.12670 in Figure 8 has the domain SHIP.12603, which represents the friendly ship, and the co-domain MINE.12597, which represents the mine that caused the explosion in the Q-route. Two possible goals that respond are to either 1) prevent the ship from arriving at the Q-route or 2) remove the mine from the Q-route. Since GATAR has the means to remove a mine, it feeds the removal mapping function with the mine to generate a goal cleared_mines(Q-route) to remove the mine from the Q-route.

For the state frame MINE-XP.12607:
{Which is in the ANTECEDENT slot of frame EXPLOSION-XP.12601}

The VALUE facet of the ACTION role is REMUS.12595.
The VALUE facet of the OBJECT role is MINE.12597.
The VALUE facet of the LOCATION role is ROUTE.12599.
The VALUE facet of the EXPLAINS role is HAZARD-DETECTION.12621.
The VALUE facet of the XP-EXP-NODES role is (ROUTE.12599 MINE.12597).
The VALUE facet of the INTERNAL-NODES role is NIL.
The VALUE facet of the XP-ASSERTED-NODES role is (MINE-LAYER.12612 ENEMY-PILOT.12614 ENEMY-SHIP.12618).

Figure 9 Specialized MINE-XP of the frame EXPLOSION-XP

The consequent of MINE-XP, as shown in Figure 9, has already happened: HAZARD-DETECTION.12621. To prevent MINE-XP, GATAR considers removing both the actor “enemy-pilot” and “enemy-ship” who performed the MINE-LAYER.12612 action by feeding them to the goal removal mapping function to obtain the goals apprehend(enemy-pilot) and apprehend(enemy-ship).

3.3 Explaining Goals to Third Parties

Having a causal knowledge structure such as an XP to formulate goals provides an ability for an agent to explain the basis of having a goal to third parties. Although the communication is not in the form of a natural language sentence but the form of an antecedent causing a consequent deliberately provides the third parties with the source actions and states for the cause of unexpected events and the motivations behind the agent to generate a goal. The GATAR has the ability to provide a specialized XP when queried by third parties for the basis of having a generated goal.

4 Evaluation of Case-based Explanation in the GATAR Agent

As previously mentioned, GATAR retrieves explanatory cases with the Meta-AQUA component, a system that explains discrepancies (various types of expectation failures [21]) in an input. The Remus unmanned underwater vehicle in Figure 1 is controlled through MOOS-IvP simulator by MIDCA, which repeatedly sends these actions and observations of the environment to Meta-AQUA in the form of a story. Whenever unpredictable events occur, Meta-AQUA retrieves a case, adapts it to the given situation and sends the adapted explanation to MIDCA. MIDCA then reasons about the cause of the specialized explanation and generates corresponding goals to achieve in the world. GATAR’s two main goals are to clear mines in two specific areas (GA1 and GA2). For purpose of measuring performance, we award GATAR one point for each mine neutralized within the Q-route, whether inside or outside GA1 and GA2.
However, mines outside the Q-route do not improve its score. We use this metric to examine how the performance of GATAR is influenced by explanation generation and goal formulation.

The evaluations are performed according to the above defined evaluation metrics. We compared two agents: GATAR using case-based explanation and the goal generation approach, and a baseline MIDCA agent that performs neither, ignoring unexpected events entirely. The agents are evaluated based on their performance during mine clearance using different deadlines. Table 1 depicts the number of mines cleared by the agent with and without explanations for various time limits. The time limits vary from 10 to 80 with increasing step size of 10, so there are 8 observations in total for each case. As we can see GATAR performed identically to the baseline agent with a short deadline, but with more time performed better. Differences in performance between the two agents can be explained by the fact that as time goes on, more unexpected mines are encountered in the Q-Route, which GATAR responds to, but the baseline does not.

Table 1 Comparing GATAR’s performance with and without explanations.

<table>
<thead>
<tr>
<th>Deadline (time)</th>
<th>Performance (# mines cleared)</th>
<th>GATAR</th>
<th>Baseline</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td></td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>20</td>
<td></td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>30</td>
<td></td>
<td>6</td>
<td>4</td>
</tr>
<tr>
<td>40</td>
<td></td>
<td>8</td>
<td>6</td>
</tr>
<tr>
<td>50</td>
<td></td>
<td>10</td>
<td>8</td>
</tr>
<tr>
<td>60</td>
<td></td>
<td>12</td>
<td>10</td>
</tr>
<tr>
<td>70</td>
<td></td>
<td>15</td>
<td>10</td>
</tr>
<tr>
<td>80</td>
<td></td>
<td>17</td>
<td>10</td>
</tr>
</tbody>
</table>

5 Related Work

Explanation patterns were introduced by Schank in 1982 [7] and were later used in the story understanding systems SWALE [11] [12] and AQUA [13]. SWALE is a case-based approach to explanation of discrepancies in a story that retrieves, adapts and stores explanation patterns. SWALE demonstrated an early technique for ruling out competing explanations using memory knowledge. AQUA (Asking Questions and Understanding Answers) operates by first questioning missing knowledge in a story, then using explanation patterns to understand the answers.

Roth-Berghofer et al’s [14] work on classifying explanations and their use-cases according to the user’s intentions is one of the theoretical research directions towards explanations in case-based reasoning (see also [22]). This paper introduces the concept of “explanation goals” that are used to decide when and what the system should explain to users based on their expectations. In future research, we will investigate application of these techniques to prevent the system from repeatedly explaining the same type of unexpected events to a user who is already familiar with them. This paper
also talks about different kinds of explanations and classifies them into four different knowledge containers, all of which are used to generate explanations based on the user’s goals or intentions.

In [1], a robot adapts its behavior to gain trust in human machine teaming using the approach of case-based reasoning. In addition, Floyd and Aha [15] presented an approach to explain such adaptations based on an operator’s feedback, and evaluated their system based on how closely the explanations aligned with the operator’s feedback. Our interest in generating explanations of the intelligent behavior of an agent aligns closely with the interests of this paper.

There has also been a lot of research on goal driven autonomy. In [2], Paisner et al. argue that whenever a discrepancy is found, an agent needs to explain the anomaly and that explanation should be used to generate goals. This concept is demonstrated in a modified blocks world domain. Their goal generation system uses different types of goals, including “K-track goals”, which come from specific knowledge structures such as action models and explanation patterns, and “D-track goals” are implicit in the system. An A-star statistical inference method is used to generate D-track goals and K-track uses explanation patterns in Meta-AQUA to generate goals.

6 Conclusion and Future Scope

In this paper we discussed an approach to generating intermediate goals for unpredictable events using case-based explanation patterns in the underwater domain. Having a causal structure, these explanation patterns are human-understandable, so they help to communicate why GATAR chooses intermediate goals.

In future work, we will consider the problem of explanation selection when two or more cases are retrieved for the same unpredictable event. We will also consider the problem of switching explanations when a selected XP is proven false. We will also explore approaches to automated learning of abstract explanation patterns. This will relax the demand for domain engineering and give GATAR flexibility to respond to unknown unpredictable events.

References

A Theoretical Model of Explanations in Recommender Systems *

Marta Caro-Martinez, Guillermo Jimenez-Diaz, and Juan A. Recio-Garcia

Department of Software Engineering and Artificial Intelligence
Universidad Complutense de Madrid, Spain
email: martcaro@ucm.es, gjimenez@ucm.es, jareciog@ucm.es

Abstract. Explanations in recommender systems are essential to improve user confidence in recommender systems. In this work, we propose a theoretical model to categorize explanations in recommender systems. Although this work is sustained by previous explanation taxonomies, our model includes concepts not considered in current literature. Moreover, we make a novel contribution regarding the formalization of this model, as our long-term goal is to build an ontology that will be integrated into a development methodology to guide the implementation of explanations in recommendation systems.

1 Introduction

Nowadays, people can find a huge amount of information on the Internet. With the appearance of online shops, like Amazon or eBay, and platforms of entertainment consumption, like Spotify or Youtube, internet users are able to get products in an easy and fast way. However, the amount of products offered by these platforms is immense and it can hinder the task of finding the product that the user really wants. Recommender systems alleviate this problem. They help users to find products that can be interesting to them. Thus, the users make better decisions thanks to the recommendations provided by the system.

Many times, users do not trust recommender systems as they do not know how the recommendation has been carried out and the reasons why a product has been recommended. This problem causes a bad user experience and the system is not used as we would expect. Therefore, explanations for justifying recommendations are necessary for helping the user to understand the system behaviour.

The goal of our work is to introduce a new categorization model for explanation systems in order to help to design successful explanations. Our approach provides a refinement with respect to previous models studied during our work. We enhance those models with some concepts not considered in previous works and we include specifications of novel concepts. The ideas and weaknesses found in current literature are specified in Section 2.
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Additionally, our current work follows our group research line [25, 15] presenting a first attempt to formalize a model that includes the semantic description of explanations in recommender systems. The resulting ontology, together with the RecoLibry framework will be the basic buildings blocks of a future platform for the generation of recommender systems analogous to COLIBRI Studio.

The paper is structured as follows. Section 2 reviews state-of-the art literature about explanations in recommender systems. Next, Section 3 describes our model. Finally, Section 4 describes the way the model will be validated and Section 5 concludes the paper.

2 Background

In this work, we have studied several publications where we can find different ways of explaining recommendations. Some of them are studies that propose ways of classifying explanations [14, 21, 12, 30, 22, 29, 6, 10].

First, we studied the survey by [30], where we found an analysis of the different purposes of explanations in recommender systems. The survey describes the criteria that good explanations should have, different ways of presenting recommendations and how users interact with recommender systems. In [12], we also found the properties described by Tintarev et al. but applying this knowledge on different ways of presenting the explanations for recommendations. Thanks to this study and the proposal in [14], that describes several explanation approaches for a movie recommender system, we found new ways of visualizing explanations, a facet that we will consider in our model. The work in [6], compares two models of explanation: a normative model and a pragmatic model. The normative model is focused on transparency and user understanding, while the pragmatic model is designed for usability. This approach helps us to refine features that our model should have. Finally, we studied several explanation taxonomies, proposed in [21, 22, 10]. The most detailed one is the systematic review detailed in Nunes et al. It presents detailed descriptions of different explanation types according to many aspects. [22] present new concerns about explanations in social recommender systems and [10] introduce new facets about the recommendation types and the importance of knowing these types for explaining recommendations. In [29], that provides a study about the effectiveness of explanatory information and how it is evaluated, we can also find some interesting details about recommender systems and types of knowledge sources for explaining recommendations.

Our work is focused on building a classification model for explanations in recommender systems. This model should help to design successful explanations for recommender systems. In order to ease the understanding of the model proposed here, it is necessary to define some important concepts related to recommender systems. The main entities involved in recommender systems are users and items. Users are the people who are interested in getting new items and who interact with the system to explore the products of the platform. Items are the products available on the recommendation system: food, clothes, hotels, experiences, etc. On one hand, the interactions carried out by users in the recommendation
system are one of the most exploited sources of knowledge to recommend new items to these users. One way widely used to identify the user preferences is the ratings, a form of feedback of the user about an item. If one user rates an item with a good score, then this item (and its features) will be suitable for this user. On the other hand, another source of knowledge involved in the recommendation process is item descriptions. Every item has its own content, an extensive representation of the item, for example, a textual description. Moreover, the content can be represented by a set of features that defines the item: its price, colour or size, among others.

Frequently, the recommendation is supported by the similarities between users or items. The similarities are the coincidences between two elements, for example, between item features or user ratings. Although, it is common to recommend items similar to the ones that the user interacted with before, some recommendation approaches suggest items on the basis of the user preferences. The preferences are the user requirements elicited before interacting with the recommender. Moreover, every user is part of the community defined by the recommender system. The behaviour of both every single user and the community can be employed in the recommendation process. Finally, the recommendation can be enhanced using the information extracted from the environment and the circumstances of the user and her interaction with third-party systems. We call this as contextual information.

3 Theoretical Model

Thanks to the study that we have carried out, we propose a new model for classifying explanations, which introduces four main classification facets: motivation, knowledge containers, generation and presentation. Figure 1 shows an overview of the classification model developed in our work. We adopt the vocabulary used to define ontologies in order to formalize our classification [7]. With it, we solve the lack of formalization found in the previous studies. Concretely, we use the following ontology relationships:

- Composition. Some concepts of our ontology are compositions of other concepts that define them from different points of view. For example, we define the presentation facet as a composition of 4 concepts (format, argumentation, detail and interaction) that describes how an explanation is presented to the user.

- Subconcept. A subconcept is an extension of a concept following a "is-a" relationship. Subconcepts are not disjoint as explanations can be classified into several concepts. For example, our model shows “Positive” and “Negative” as subclasses of the “Argumentation” aspect.

- Instance. An instance is a concrete instantiation of a concept. For example, the “Format” concept, has 4 instances: “Natural language”, “Schematic”, “Visual” and “Other”. An explanation can be characterized by several instances of the same concept.

Next, we detail the main concepts of the model in the following sections.
Fig. 1: Classification Model for Explanations in Recommender Systems.
3.1 Motivation

Motivation refers to the goal of the explanation according to the target user. Both ideas, goal and user, are the two major subconcepts that characterize explanations according to the motivation.

3.1.1 User. Recommender systems are supposed to satisfy user needs. However, explanations do not have to be aimed exclusively at the Target User, the people who receive the recommendations made by the system. Our model also classifies users as Stakeholders (the people interested in the success of the recommender system), Developers (the people who need to know how the recommender is working in order to debug it) and Regulatory body (which represents the legislative and government organizations that need to know how recommender systems work in order to regulate their transparency and their correct use [9]).

3.1.2 Goal. The goal of an explanation is closely related to the user to whom the explanation is targeted. The goals can be divided into two subconcepts: top-level goals and low-level goals. The top-level goals are focused on the user, while the low-level ones help to achieve the top-level goals.

Top-level goals distinguish three groups, inspired by Nunes and Jannach’s proposal [21]: Improve user retention (to increase the probabilities of a user to return to the recommendation system), Improve user experience (to help users to make good decisions and to enjoy the recommendation activity) and Justify recommendation (to support the recommendation provided, helping the user to understand why an item was recommended).

Our low-level goals match with the criteria for designing good explanations defined in [30] and [3]. We have included the following low-level goals for the explanations: Effectiveness [30] (the explanation helps the user to find the items that she needs), Efficiency (it helps the user to make decisions faster), Trust [30, 3] (it increases the user confidence in the system), Scrutability [30] (the user will be able to provide feedback when the system provides a wrong recommendation), Persuasiveness [30, 3] (it convinces the user that the recommendation is appropriate), Transparency [30, 3] (it specifies how and why a recommendation is made), Education [3] (users can learn something about the recommender system using the explanation) and Debugging [3] (it allow users to identify bugs in the recommendation system).

3.2 Knowledge containers

Explanations for recommender systems can be created based on different types of knowledge sources or containers [26, 33]. We have observed that explanations can use information extracted from two types of sources: from the data available in the recommender system or from the algorithm used in the recommendation.
3.2.1 Data. These explanations are based on the information available at the recommender system. We have found different types of data used in explanations: **Content** (the explanation refers to the item description, like “This shirt is white and its price is 8.99 €.”), **Preferences** (it refers to the item features, considering the known user preferences [22, 29], like “This shirt is white, a colour that you like, and its price is 8.99 €, less than 10 €, your limit price.”), **Community** (it refers to the information extracted from the behaviour of the community of users interacting with the recommender system [21, 29], like “This shirt is one of the shop’s top-sellers”), **Background Information** (The data is extracted from the domain [21], like information from reviews or external interactions), **Experiences** (explanations that refer to user past experiences and system history [21], like “This shirt is white and you bought white shirts yesterday”), **Context** (it refers to the dynamic features that describe the requirements of target users, like weather restrictions) and **Social** (the explanation refers to user’s relationships [27, 24], like “Your brother also bought this shirt”).

3.2.2 Algorithm. The explanations are based on the information that the system collects from the recommendation algorithm. The classes proposed for this knowledge container are: **Recommendation Process** (the explanation shows how the algorithm performs a recommendation [21, 6]), **User Similarity** (it justifies the recommendation through the interactions that similar users have carried out with the recommended items [22]) and **Item Similarity** (it is based on the similarity that exists among recommended items and the items that the user previously interacted with [22]).

3.3 Generation

Explanations for recommender systems can be implemented using different processes and techniques. During the analysis of these techniques, we observed that recommender systems commonly act in two different ways: as a black box system, when it does not show how it works to the user to whom recommends the items, or as a white box system, which is transparent to the users and it allows them to know the way the recommender algorithm operates [10].

We can classify explanations as **Introspective**, when the explanations are generated by the recommendation algorithm itself because it acts as a white box system [10], or **External**, if the recommender system acts as a black box system, so the explanation system has to implement a new technique for creating justifications, different from the underlying recommendation algorithm [10].

No matter whether the system operates as black box or as white box, different techniques can be used to generate the explanations. Therefore, explanation systems can be also classified by the method that they use for generating explanations. The types of explanation according to their explanation algorithms are [21]: **Knowledge-based Explanation** (based on techniques that use a knowledge source for solving problems), **Machine Learning Explanation** (explanation uses information about past experiences to explain recommendations).
Mathematical model Explanation (based on mathematical models to justifying recommendations) and Ad-hoc Explanation (the explanation algorithm provides the explanations required by the recommender system).

3.4 Presentation

The presentation aspect represents the way the system displays the explanation to the user. Among all of the publications studied, we have identified four different subconcepts related with the presentation: the display format, the argumentation, the level of detail and the way of interaction.

3.4.1 Display Format. The explanations can be shown in different ways, more or less simple. The following ones are the main formats that we have found in literature [14, 12, 21, 30, 1, 24]: Natural Language (the justification for a recommendation is displayed as a text, commonly based on templates), Schematic (explanations are shown in a simplified text format, like tables, logs or ratings), Visual (explanations use a more graphic way as charts or histograms) and Other (which employ more innovative display formats, like audio, video or even augmented reality[11]).

3.4.2 Argumentation. Explanations can show different outlooks for a recommended item. They can be Positive (they justify why a recommended item is suitable for the user with positive arguments) or Negative (explanations show features that do not fit user preferences and tastes using negative argumentation) [16, 21, 24]. Additionally, these arguments can be supported using Similarities or Differences between item features and user preferences and tastes.

For example, “This shirt is yellow, that is not your favourite colour, but it might also like it” is a negative explanation based on differences that can also be suitable for the user when the explanation needs to justify the diversity or the serendipity. However, “This shirt is green, the colour that you are looking for” is positive when the explanation highlights the similarities between user likes and item features.

3.4.3 Level of detail. It is the degree of specification about a recommendation included in its explanation. The level of detail can vary in different explanations, depending on what the user needs to know or what the developer wants to show. Due to the level of detail is a subjective aspect, we take into account the knowledge base, the number of visualization types and the length of the explanation for modelling this concept.

As the authors in [21, 22] state, we have considered Single-level (explanations that use a single knowledge base, have a single way to display it and/or are a short explanation with few details) and Multi-level (explanations that use several knowledge containers, have different visualization formats and/or they are a long explanation with many details, like Tag cloud by [12]) detailed explanations.
3.4.4 Interaction

The different ways of interaction depend on how the user obtains explanations through the system [30, 6]. The main ways of interaction are: **Proactive** (when the explanation is shown with the recommendation, like Amazon, eBay or Netflix), **Reactive** (when the user asks for the explanation of the recommendation received, like the conversational system in [19]) or **Interactive** (when the explanation is already available to the user and she can interact with the explanation for getting more information, like Shopr [16]).

4 Model validation

To validate the proposed model, we have studied and classified 23 different explanation approaches collected from the literature. Some of them are explanation approaches for classification methods or machine learning techniques since we also wanted to validate the extensibility of our model in other fields. In some cases, we do not have enough information in order to complete every aspect within our model.

- “Explaining Complex Scheduling Decisions” [18] (C).
- “Explaining Contrasting Categories” [23] (D).
- “Explaining smart heating systems to discourage fiddling with optimized behaviour” [28] (E).
- “The design and validation of an intuitive confidence measure” [31] (F).
- “Interactive Explanations in Mobile Shopping Recommender Systems” [16] (G).
- “A Review of Explanation and Explanation in Case-Based Reasoning” [5]. We have studied the following CBR systems mentioned in this publication: CARES (H), DIRAS (I) and MOCAS (J).
- “Explaining Collaborative Filtering Recommendations” [14]. We have studied seven explanations methods proposed in this work: Histogram with grouping (L), Neighbour ratings histogram (M), Table of neighbours rating (N), MovieLens Percent confidence in prediction (O), Number of neighbours (P), Overall percent 4+ (Q), and Overall average rating (R).
<table>
<thead>
<tr>
<th>System</th>
<th>Motivation</th>
<th>Knowledge Container</th>
<th>Generation</th>
<th>Deploy</th>
<th>Presentation</th>
<th>Detail</th>
<th>Interaction</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>-</td>
<td>Knowledge-intensive</td>
<td>External</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>B</td>
<td>-</td>
<td>Background information</td>
<td>Machine Learning</td>
<td>External</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>C</td>
<td>Target User</td>
<td>Content</td>
<td>Knowledge-intensive</td>
<td>Introspective</td>
<td>Natural Language</td>
<td>Similarities</td>
<td>Positive</td>
</tr>
<tr>
<td>D</td>
<td>Target User</td>
<td>Content</td>
<td>Machine Learning</td>
<td>Introspective</td>
<td>Natural Language</td>
<td>Similarities</td>
<td>Positive</td>
</tr>
<tr>
<td>E</td>
<td>Target User</td>
<td>Trust</td>
<td>Preference</td>
<td>Knowledge-intensive</td>
<td>Introspective</td>
<td>Natural Language</td>
<td>Schematic</td>
</tr>
<tr>
<td>F</td>
<td>Target User</td>
<td>-</td>
<td>Machine Learning</td>
<td>Introspective</td>
<td>Natural Language</td>
<td>Similarities</td>
<td>Positive</td>
</tr>
<tr>
<td>G</td>
<td>Target User</td>
<td>Transparency / Scrutability</td>
<td>Preference</td>
<td>Network</td>
<td>Ad hoc</td>
<td>External</td>
<td>Natural Language</td>
</tr>
<tr>
<td>H</td>
<td>Target User</td>
<td>Experience</td>
<td>Knowledge-intensive</td>
<td>Introspective</td>
<td>Natural Language</td>
<td>Similarities</td>
<td>Positive</td>
</tr>
<tr>
<td>I</td>
<td>Target User</td>
<td>Experience</td>
<td>Knowledge-intensive</td>
<td>Introspective</td>
<td>Schematic</td>
<td>Similarities</td>
<td>Positive</td>
</tr>
<tr>
<td>J</td>
<td>Target User</td>
<td>Experience</td>
<td>Knowledge-intensive</td>
<td>Introspective</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>K</td>
<td>Target User</td>
<td>Experience</td>
<td>Knowledge-intensive</td>
<td>Introspective</td>
<td>External</td>
<td>Visual</td>
<td>Similarities</td>
</tr>
<tr>
<td>L</td>
<td>Target User</td>
<td>Effectiveness, Satisfaction, Transparency</td>
<td>Users similarity</td>
<td>Machine Learning</td>
<td>Introspective / External</td>
<td>Visual</td>
<td>Similarities</td>
</tr>
<tr>
<td>M</td>
<td>Target User</td>
<td>Effectiveness, Satisfaction, Transparency</td>
<td>Users similarity</td>
<td>Machine Learning</td>
<td>Introspective</td>
<td>Visual</td>
<td>Similarities</td>
</tr>
<tr>
<td>N</td>
<td>Target User</td>
<td>Effectiveness, Satisfaction, Transparency</td>
<td>Users similarity</td>
<td>Machine Learning</td>
<td>Introspective</td>
<td>Schematic</td>
<td>Similarities</td>
</tr>
<tr>
<td>O</td>
<td>Target User</td>
<td>Effectiveness, Satisfaction, Transparency</td>
<td>-</td>
<td>Machine Learning</td>
<td>Introspective</td>
<td>Schematic</td>
<td>Similarities</td>
</tr>
<tr>
<td>P</td>
<td>Target User</td>
<td>Effectiveness, Satisfaction, Transparency</td>
<td>Users similarity</td>
<td>Machine Learning</td>
<td>Introspective</td>
<td>Schematic</td>
<td>Similarities</td>
</tr>
<tr>
<td>Q</td>
<td>Target User</td>
<td>Effectiveness, Satisfaction, Transparency</td>
<td>Community</td>
<td>Machine Learning</td>
<td>Introspective</td>
<td>Schematic</td>
<td>Similarities</td>
</tr>
<tr>
<td>R</td>
<td>Target User</td>
<td>Effectiveness, Satisfaction, Transparency</td>
<td>Community</td>
<td>Machine Learning</td>
<td>Introspective</td>
<td>Schematic</td>
<td>Similarities</td>
</tr>
<tr>
<td>S</td>
<td>Target User</td>
<td>Effectiveness, Efficiency</td>
<td>Content / Preference</td>
<td>Adhoc</td>
<td>External</td>
<td>Visual</td>
<td>Similarities</td>
</tr>
<tr>
<td>T</td>
<td>Target User</td>
<td>Experience</td>
<td>Knowledge-intensive</td>
<td>Introspective</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>U</td>
<td>Target User</td>
<td>-</td>
<td>Content</td>
<td>Adhoc</td>
<td>External</td>
<td>Natural Language</td>
<td>Similarities</td>
</tr>
<tr>
<td>V</td>
<td>Target User</td>
<td>Efficiency, Persuasiveness</td>
<td>Experience / Preference</td>
<td>Knowledge-intensive</td>
<td>Introspective</td>
<td>Schematic</td>
<td>Similarities</td>
</tr>
<tr>
<td>W</td>
<td>Target User</td>
<td>Recommendation Process</td>
<td>Knowledge-intensive</td>
<td>Introspective</td>
<td>Schematic</td>
<td>Similarities</td>
<td>Positive</td>
</tr>
</tbody>
</table>
According to the motivation aspect, in most of the approaches studied the user who receives the explanation is a single target user. We have found only an approach whose user is a stakeholder (W), although it also explains decisions to a single target user. Only a few studies just describe the main goal of the explanations using low-level goals. The most usual goal is “Transparency”.

From the publications studied, the knowledge containers based on data are more used than the algorithm-based ones. “Content” type seems to be one of the most used knowledge containers and it is commonly used in combination with “Preferences”. We have found only an explanation approach based on “Recommendation Process” as knowledge container.

According to the “Generation” facet, we can see that the classification is equally distributed between the “Introspective” and the “External” values. Regarding the explanation algorithm, the most used is “Knowledge-intensive”. There are some systems whose algorithms are “Ad-hoc”, but we have not found systems using a “Mathematical model”.

In reference to the “Display format” concept, several studies combine “Natural language” (used to explain by default) with “Visual” (to explain with more details when users ask for it, using a reactive explanation). Regarding the argumentation facet, we can observe that “Similarities” are commonly used with a “Positive” argumentation, while “Differences” are used in “Negative” argumentations. The “Level of detail” is also distributed between high detailed and low detailed explanation methods. Finally, we have not found too much information according to the way of interaction facet.

5 Conclusions

In this work, we have defined a classification model for explanations in recommender systems. Our model includes features and concepts considered in previous works and it is improved with additional aspects and some formalization knowledge that other models lack. The main goal of this formalization is to set the foundations of an ontology to complement our frameworks jCOLIBRI and RecoLibry with explanations. This way, we expect that our model will be an useful tool to guide the design and development of explanations for recommender systems.

Our model includes the main aspects that explanations should have. In this work, we detail what these aspects are and we define the types of explanations according to them. We have also classified different approaches found in the literature in order to prove the validity of our model. We have found that most of the approaches studied do not describe information about all of our model concepts. Moreover, we have not found approaches for a few categories proposed. As future work, we will research in depth to achieve examples for all the types defined here.
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Abstract. Data scientists interpret large amounts of data, apply analysis algorithms and communicate the insights using visuals and textual descriptions to help people understand the details. The field of Data Visualization investigates graphical data representations that reinforce human cognition and detection of causal relationships and patterns between data. In this paper we study how to apply CBR to automate and personalize the generation of data explanation reports. This position paper describes our preliminary work defining a general methodology based on CBR and a case study in the medical domain. The CBR system reuses explanation report templates that include text and data visualization charts. During the adaptation process our CBR system chooses the visuals that better fit the explanation goal, the type of user and the specific characteristics of the input data.

1 Introduction

The problem of explainability in Artificial Intelligence is not new but the rise of the amount of data we get through sensors and wearables, and the use of black box autonomous intelligent systems making diagnosis and predictions with these data, has created the necessity to visualize, tell and understand both the data and how these intelligent systems work. Big (and thick) Data concept works on the principle that the more quality data you get, the more you know about any situation and the more reliably you can gain new insights and make predictions about what will happen in the future. Predictions involve using advanced analytics technology, building models, machine learning and data mining algorithms, running simulations and finding patterns. Visualizing and explaining the data patterns is helpful to make users understand and trust the system and its predictions.

Data scientists interpret large amounts of data, apply analysis algorithms and communicate the insights using visuals and textual descriptions to help people understand the details. Even when working with very different data sets, there are similarities in the process of analyzing data, visualizing interesting results and communication of the findings [1]. The field of Data Visualization (DataViz) investigates graphical data representations that reinforce human cognition and
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detection of causal relationship and patterns between data [14]. We have seen the rise of the so-called narrative visualizations that helps us to tell stories with data.

Psychological studies [6] discuss the important role that visual aids can play in communicating health-related information and how different types of visuals influence the way people encode and contextualize information. Visual aids can even lead to enduring changes in attitudes and behavioral intentions toward certain health behaviors. Authors have shown that people consider risk information easier to understand and recall when it is presented using a visual aid. Furthermore, it typically takes people less time to understand information when it is presented visually than when it is presented numerically.

In this paper we study how to apply Case-based Reasoning (CBR) to automate and personalize the generation of data explanatory reports. We present our ongoing work on a general CBR methodology and a case study in the medical domain. Electromyography (EMG) is a diagnostic procedure to assess the health of muscles and the nerve cells that control them (motor neurons). Motor neurons transmit electrical signals that cause muscles to contract. An EMG uses tiny devices called electrodes to transmit or detect electrical signals, and translates these signals into graphs, sounds or numerical values that a specialist interprets. Given a set of data collected through the electrodes during a certain exercise, our system dynamically adapts the visualization charts, detects the areas to zoom and generates explanatory reports by retrieving and modifying previous reports.

Data visualization is regularly promoted for its ability to reveal and tell stories within data, yet these “data stories” differ in important ways from traditional forms of storytelling [15]. Data storytelling has been recently used as a communication and marketing data driven strategy and it has shown to be an effective approach for sharing insights gained by studying specific data sets [11]. Data storytelling is a structured approach for communicating data insights, and it is defined as "the practice of building a narrative around a set of data and its accompanying visualizations to help convey the meaning of that data in a powerful and compelling fashion" [15]. Data storytelling involves a combination of three key elements: data, visuals, and narrative. The three elements combine and work together. When visuals are applied to data, they can lighten the audience to insights not seen without charts or graphs. Too often data storytelling is interpreted as just visualizing data effectively, however, it is much more than just creating visually-appealing data charts. When narrative is coupled with data, it helps to explain to your audience what is happening in the data and why a particular insight is important [3]. Data storytelling has been extensively used in marketing and sales to hook your audience with a engaging and effective presentation. However, generating written reports in the medical domain has different goals. There are different levels to introduce storytelling into a scientific presentation without putting the axe to scientific accuracy and integrity. In our current research we deal with a basic generation of data explanation using visuals and texts but we do not connect the data with metaphors, emotions and narrative.
We aim to generate visual reports to explain the information that the data tell us about a patient and her context, patterns in data, how a patient evolves in time, how she relates with its context, why this patient is similar or different regarding others. We propose a CBR system based on report templates that are personalized, which include data visualization as part of the story. As part of the adaptation process, our CBR system chooses the visual techniques that are better than others for a particular goal (temporal evolution, current state, comparison with other patients), for the type of user—patient, doctor, or data scientist—and for the type of data characterization.

2 Related work

Natural Language Generation (NLG) takes structured data as input and produces natural language text. Our approach relates with research on NLG based on templates [12]. The underlying idea is that texts often follow conventionalized patterns. These patterns can be encapsulated in schemas, which are template programs which produce text plans. Schema are derived from a target text corpus, by breaking up these texts into messages, and trying to determine how each message can be computed from the input data. The schema-based approach to NLG has striking parallelism to CBR approaches to problem solving, in that existing previous solutions, such as those obtained from a corpus of target texts, are extracted and prepared so they can be reused to solve future problems, much in the same way as cases in a case-base are prepared from previous problem solutions. In our research group CBR has been previously used for poetry generation.
and story plot generation [7]. The system reuses existing stories to produce a new story that matches a given user query. The plot structure is obtained by a CBR process over a case base of tales and an ontology of explicitly declared relevant knowledge. The resulting story is generated as a sketch of a plot described in natural language by means of NLG techniques. In [13] authors propose a CBR approach reusing explanation reports from previous transportation incidents.

Also related with our methodology, the study described in [13] refines the traditional typology of data stories from the journalistic perspective and also identifies core templates to good data journalism practice. Authors characterize each of the 44 cases and determine the type of the stories and the nature of technologies employed to create them.

In [14] authors describe an approach and a prototype to improve data driven knowledge transfer in presentation tools by applying information visualization concepts. They discuss some of the shortcomings of the current presentation tools and introduce an interactive data visualization solution providing effective narrative visualizations in presentations. Their tool offers the possibility of manually changing the chart type, applying filters on the data or adjusting the focus dynamically during the presentation time. The presenter breaks free from any predefined visualization and can explore and discuss the data without restrictions. Our approach is related to it in the sense of interaction and flexibility, although, taking advantage of the CBR methodology, we aim to provide automatic reasoning and advanced functionality extending the approach with the recommendation of the most appropriate visualization graphics, learning from the manual interaction of the user, and the automatic rendering of a narrative text explaining the data. Many of the existing works are presentation oriented [10,14]. Our approach is oriented to visual narrative, i.e., the rendering of data storytelling and visualization of the input data. The novelty of the proposal described in this paper is the use of CBR as an approach that uses the data, charts and user characterization to retrieve and personalize the visuals. Besides, CBR is appropriate for lazy learning from the manual interaction of the user with the data. It allows the system to tag data with expert knowledge captured through the interactions with data charts.

3 Methodology

In the situation under research, we start with a large number of measured variables that we need to visualize and explain in a report with possible different underlying goals depending on the final user. We propose a CBR approach to generate visual narrative reports to explain the input data set, and allows comprehension and decision making processes with data. Next we summarize the main steps of the methodology. Section 4 describes the CBR system, and Section 5 describes the case study. First step in the methodology is data characterization according to syntactic and semantic tags (see Section 3.1). Next, chart characterization according to the visualization goals and its adequacy to be used with a certain type of input data (see section 3.2). Design the CBR system as a
intelligent visualization tool that is able to decide the best way to explain and visualize the input data to the target user. The tool is interactive and allows the user to adjust the scale to zoom in and out, change colours and sizes. Capturing the expert interaction is useful as a source of knowledge for learning.

3.1 Data characterization

The data characterization phase aims at recognizing and classifying the input data variables and apply Machine Learning techniques to capture data features, and patterns, predictions, anomalies and dependencies within the data variables. It uses data analytics, filtering and cleaning techniques, looking at data on different time periods, studying patterns and how data evolves, anomaly detection to identify items which do not conform to an expected pattern, studying how the data relates with context, and making a description of the features that are more representative to be included in the report. A variable in a data set can be quantitative discrete (countably infinite or finite), quantitative continuous, categorical or qualitative, or ordinal. Besides, we define a set of features to characterize the input data series values in two levels:

- Syntactic tags describing statistics about data, peaks of the distribution, average, percentiles, variance, regression lines, ranges, and others.
- Semantic tags describing information about the data meaning. For example, in our case study we tag the data with information about the patient, his/her physical build, physical features, the type of workout doing during the monitoring session, and others. This is related with the concept of thick data that is used to pinpoint the idea that syntactic tags alone are not enough.
3.2 Chart characterization

Our approach characterizes both data and charts and provides with a set of tags to help the system to choose the right type of chart for explaining a certain data set. A well-chosen and well-created visual easily tells the story in a single glance but finding the right chart is not always easy. The process of information visualization is always related with an specific goal, but note that, even if we are able to precisely characterize visualization functions, how well they work depends not only on the data structure but also on the actual values. For example, recommending a scatter-plot or a connected scatter-plot will depend on the data. A connected scatter-plot is recommended if the values change relatively smoothly and in slightly unexpected ways, but it is not recommended if the resulting connected chart includes a large number of tangled lines. We have reviewed the extensive literature in the area. Hearst [9] identified some of the goals we want to cover in this case study: making large and complex data set coherent, presenting information from various viewpoints and at several levels of details, supporting visual comparison and presenting the information in context. In his book, Few [5] proposed eight messages to show numeric data together with the type of visualization that is suitable for each message. The messages include time series, rankings, part-to-whole, deviation, distribution, correlation, geospatial messages and nominal comparison. Bar charts are quite versatile and they enable nominal comparisons, comparison of relative point values, rankings, frequency distributions (histograms) and deviation (since bars can also go below the horizontal axis). Line charts require quantitative variable across the x-axis and they are useful when variables have contiguous values and further allow us to visualize time series, and the area under each line can optionally be filled with a colour. As an addition to bar charts, box plots can also be used for showing deviation. Pie charts are useful for emphasizing differences in proportion among a few numbers, and allow the user to visualize how categories relate to the total amount of data. Regular bar charts and stacked bar charts are also useful for this task. Scatter plots are provided for showing correlation as they convey overall impression of relationship between two variables. The book [3] reviews the spectrum of graph types available in Excel, and give a guide and a "chart chooser cheat sheet" to determine, beyond the default options, which one most appropriately fits specific data stories, and easy steps for making the chosen graph. We have used the visualization functions included on The Data Visualisation Catalogue[1]. It offers a list of charts categorized by their data visualization functions, that is the message that the chart is able to communicate to an audience. As they notice, the allocation of each chart into specific functions is not a perfect system and it is only a guide for selecting a chart based on the communication needs. Figure 2 shows the example of the visualization methods that the catalogue suggests for the comparison function, i.e, the charts that are more suitable to help show the differences or similarities between values. Additionally to the comparison, we will include the following visualization functions

1 [https://datavizcatalogue.com/](https://datavizcatalogue.com/)
to classify charts in our reports: proportions, relationships, hierarchy, concepts, part-to-a-whole, distribution, patterns, range and data over time. In our case study we concentrate on the functions: comparison, relationships, distribution, range and data over time.

4 CBR cycle

The case base is a set of explanatory report templates with a fixed part of text and images (e.g., logo) and several variability hooks or gaps, both in the visuals and in the text (see Figure 3), like the patient personal data from the personal record, charts, colours, sizes of text and lines in charts and others. Each template includes a textual explanation of the input data set and its visual representation.

The CBR cycle of the proposed system (Figure 4) runs as follows:

1. The input query describes:
   - Data set with its annotated characteristics.
   - For whom we are generating the report.
   - Which are the main visualization functions.

2. Retrieval of the template report more suitable for the query.

3. Adaptation of the variability hooks or gaps in the template. Each gap in the template has a semantic description of the appropriate filler. We fill the text gaps with data values, or predefined text fragments, for titles and labels.

   In contrast, we use a substitution method [8] for chart gaps, where a local query is used to search the more suitable chart for the visualization function and data. For example, if a chart gap is intended for comparing numeric continuous values, line or bar charts are used to fill the gap; on the other hand, proximity graphs are used to show user in context. The selection of colours, line pattern and sizes is also very relevant and it is adjusted to the data characteristics, ranges, outstanding values, etc. We take into account research in information visualization that tries to exploit findings in Gestalt psychology in order to facilitate knowledge transfer [11]. Details are not included in this paper, as we have not complete the formalization of the description language for query and the chart gaps.
After the chart is retrieved and the visual features are adjusted to the data, the proposed chart is built with input data and it is included in the corresponding gap of the report.

4. Revise of the report and learn from the interaction. Static visualizations have long been used to support storytelling, usually in the form of diagrams and charts embedded in a larger body of text. In this format, the text conveys the story, and the image typically provides supporting evidence or related details [15]. Current technological advances and research in DataViz led to more dynamic and interactive visualizations that emphasize on the exploration and discovery of meaningful relations between data sets [14].

Although we use different ML techniques to find patterns in the data, the expert remains a very valuable source of knowledge that is captured for later use in other stakeholders. In our interactive visualization tool we plan to include a learning functionality based on the observation and memorization of the expert’s interaction with the data in the visualization: what area has the expert enlarged to see details? Why? Does the expert think the system has chosen the most appropriate visualization? Has it served to detect the problem? We propose using the categorization proposed by the literature [17, 19] of the frequently used interaction techniques in information visualization: overview, zoom, select, explore, extract, reconfigure, encode, abstract, elaborate, filter and connect.

Regarding the chart customization, the system chooses the initial values for the visual features, like line size, colour and thickness, according to the data and the chart gap description in the template. However, interactivity allows the system to learn from the user revision and the new properties can be stored with the case to be reused.
We apply our methodology to a case study of explaining EMG data. Electromyography (EMG) is a diagnostic procedure to assess the health of muscles. An EMG uses tiny devices called electrodes to transmit or detect electrical signals, and translates these signals into graphs, sounds or numerical values that a specialist interprets. The power of these data counteracts with the fact that only an expert on EMG can understand them accurately and interpret the results.

mDurace is a digital health tool that helps to verify the health of patient muscles. It is aimed at professionals in physical health, sports and well-being. It offers a portable electromyograph sensor, a mobile application, cloud storage and data analysis through a web application. The tool is responsible for the acquisition of the electromyographic signal from the sensors and noise filtering. In addition, it provides analytics and graphical visualization tools for this data. Our ongoing work applies the methodology described in this paper for the generation of personalized explanation reports using templates.

Given a set of data collected through the electrodes during a certain exercise, our system generates an explanatory report that dynamically adapts the visualization charts.

At the current state we are working with few prototypical report templates in the case base. The input query describes the type of report and includes a characterization of the target user (doctor, patient or data scientist) and what are the main functions of the report, patient current state and evolution, comparison with context or fraud detection. The reports are aimed at the medical professionals involved in the diagnosis and treatment, therefore it is essential to convey in the generated report the complete information available about the patient.

The generated report explains the data and allows non expert users to verify muscle abnormalities, evaluate muscle performance and detect muscle asymmetries, assessing state of health, motivation and education on habits among many other utilities. Explanation of data in context gives people points of comparison to understand how the data relates to larger trends, other geographies, treatments, similar patients, etc. Figure shows the structure of a patient explanatory report after an EMG diagnosis test, including text and charts.

6 Conclusions

There is a very active research area on data visualization and data storytelling for presenting and communicating data effectively. In this paper we have described our current work on a CBR methodology and a case study to generate personalized visual explanation reports for different types of users. Data represent signals captured by an electromyograph sensor to produce a record called an electromyogram. The signal data together with information about the patient

\[ http://www.mdurance.eu/ \]
Fig. 5: mDurance reports

and the movement during the session are analyzed and explained in a visual report. The underlying goal of the proposed system is to explain and to strengthen a viewer’s understanding of the underlying data, which might be hard to interpret in its raw form. Visual reports explain the data and their context, patterns, evolution in time, why this patient is similar or different regarding others. As part of the adaptation process, our CBR system chooses the visual techniques that are better than others for a particular goal, for the type of user and for the type of data characterization. We are working in the formalization of description languages for describing extended queries and the chart gaps in the templates. Besides we will improve the retrieval and reuse methods to be able to combine several templates from the case base. Moreover, our goal is to improve the template case base to introduce more narrative elements and apply our methodology to other domains. From research in psychology the use of stories to communicate data is related with the promotion on the use of metaphors. Metaphor is the phenomenon whereby we talk and, potentially, think about something in terms of something else. In the book [16] authors discuss metaphor as a common linguistic occurrence that is central to many different types of information communication. As a future work we plan to study the use of a case base of metaphors to enrich the narrative of the text generation process.
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Abstract. As part of our motivation to advance societal acceptance of and trust in explainable artificial intelligence (XAI)—namely, explainable case-based reasoning (XCBR) systems—we recognize the criticality of ascertaining how to properly approach explanation quality measurement. In this paper, we search the literature to facilitate decomposition of what is meant by explanation quality in the context of XCBR explanations. Of the various elements used to frame explanation quality in XCBR, relevance emerged as one of the most frequently used concepts. We draw from correlative research in the field of information science to illustrate the additional intricacies that should be considered when approaching measurement of explanation relevance in XCBR.
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1 Introduction

Motivated by our desire to advance societal acceptance of and trust in explainable artificial intelligence (XAI), namely, explainable case-based reasoning (XCBR) systems, we set out to search the literature to understand how measurement of explanation quality should be approached in XCBR. We perceive quality as markedly contextual and subjective, and hence, as requiring a nuanced approach to measurement. Even in deferring to definitions like that of [1]—where quality is defined as “fitness for purpose”—it became evident through our literature search that decomposing the meaning of explanation quality is paramount to understanding how explanation quality in XCBR should be measured.

2 Highlights from the Literature

Informed by our basic awareness of the XCBR landscape and bibliography recommended in the calls for 2017 and 2018 Workshop on XAI, our search focused on literature in the field of XCBR including seminal publications grounded in cognitive science. Our literature search was facilitated via Summon® (i.e., a tool for searching the collections of Drexel University Libraries), Google Scholar, and Google Search. Search queries such as explanations AND case-based reasoning, explanations AND CBR, explainable case-based reasoning, and case-based explanation served to preliminarily steer search efforts. As our search matured and XCBR sources were
identified, citation chaining (forward and backward) was performed to expand retrieval results. Once completed, a total of 66 publications in XCBR were retrieved [2–67]; only one publication from the field of expert systems [68] was included as part of this initial search, given that [68] was explicitly referenced in multiple XCBR publications where explanation quality was discussed [e.g., 14, 36, 52].

We proceeded to review the publications collected to ascertain how researchers in XCBR have characterized or framed explanation quality when approaching measurement of explanation quality. For each publication reviewed, we annotated the terms and concepts frequently used by the author(s) to characterize explanation quality. Results were compiled into a single table then subsequently visualized¹ given the comprehensiveness of the table. Figure 1 is a word cloud visualization portraying the range of elements identified throughout the included XCBR literature to frame explanation quality. The terms and concepts depicted in Fig. 1 are not exhaustive, but simply representative of the most frequently occurring terms and concepts used throughout the included XCBR literature.

For consistency and illustration, whenever we encountered in the referred literature instances in the form of good, relevant, useful, etc., we annotated such terms and concepts in the noun forms as seen in Fig. 1. In line with our position as to the contextual and subjective nature of quality, we noted observable variation as to how authors characterize explanation quality in XCBR.

Figure 1. A word cloud visualizing the various elements used throughout the included XCBR literature to frame explanation quality. A word cloud is a visualization utilized to illustrate the frequency that a word appears in a given text—the larger the word, the more frequent the appearance.

3 Relevance in XCBR Explanations

The spectrum of elements used in the included XCBR literature to frame explanation quality are illuminating. Though usefulness was noted as the most frequent element used in the included XCBR literature to characterize explanation quality, we specifically draw attention to the concept of relevance and reserve discussion for usefulness for future work. We believe what is required to measure the relevance of an

¹https://www.jasondavies.com/wordcloud/
explanation is almost an entirely distinct exercise than, for example, measuring the convincingness of an explanation, which is opinion-oriented. Furthermore, according to [60], an explanation is relevant to an event when the explanation is “a causal chain leading to the event.” This perspective seems directly related to the source of the event to be explained. On the other hand, Leake further elaborates that explanations should be focused solely on anomalies instead of explaining every existing solution [28]. Correspondingly, relevance to an anomaly can be evaluated according to whether an explanation resolves the conflict of belief existing at the core of the anomaly [61]. The conflict of belief stems from the notion that an anomaly reflects a discrepancy between a user’s expectation and a solution. Therefore, an explanation fulfills a user information need to adjust such discrepancy [28]. Intrinsically, relevance would also then become a matter of user opinion.

In the information science domain, scholars have long grappled with the notion of relevance [70–81]. Some research [77] has concluded criteria of relevance “are spatially and temporally bound to, and internally constructed by, the user,” whereas other efforts [71] propose that judgments of relevance evolve as user interaction with a system progresses. Additional research [70] has explicated on the subjectivity of relevance, while other research [80] has attempted to reframe relevance from a lens of linguistic pragmatics, underscoring the purpose of relevance as: “producing in the mind of a user valuable cognitive effects without undue processing effort.”

We believe incorporating findings from the information science literature can advance and yield insight for research in XCBR explanation quality measurement. Recognizing how the temporal, evolutionary, and idiosyncratic aspects of relevance influence whether an explanation is deemed relevant is crucial, particularly in how the role of users are concerned. Understanding how the characteristics of individuals and stages of user-system interaction impact relevance is fundamental to learning how to properly approach explanation quality measurement. Such intricacies are further illustrative of the nuance required when approaching measurement of explanation quality when framed in terms of relevance, versus approaching explanation quality when framed in terms of convincingness (as an example).

4 Conclusion and Future Work

In accordance with our motivation to advance societal acceptance of and trust in XAI, we set out to explore how measurement of explanation quality should be approached in XCBR. In response to the results of our literature search, we learned of the various terms and concepts used by XCBR researchers to characterize explanation quality. Of the elements identified, relevance emerged as one of the concepts used most frequently to frame explanation quality in XCBR. We subsequently juxtaposed relevance (as used in the included XCBR literature) with correlative findings from the information science domain, underscoring the aspects of relevance we believe crucial to furthering XCBR explanation quality measurement. Given that usefulness is central to the relation between problems and solutions in CBR [82], we also intend to extend our efforts to elements of explanation quality beyond that of relevance; examining explanation usefulness as part of future work holds intrigue considering the observations noted from Fig. 1 and discussion of usefulness in CBR provided by [82].
As noted through our literature search, current measurement of explanation quality tends to be approached from a binary perspective—that is, *is of quality versus is not of quality*. While many authors converged on common terms to denote explanation quality, few provided a scale or method to holistically measure explanation quality. We suggest a need for a scale of explanation quality and framework for measurement aimed at increasing confidence in and use of XCBR systems in line with [10, 40]. Further investigation would likely shed light on the feasibility of developing contextually-centered metrics for explanation quality measurement, for example, by learning from the innovative approaches adopted as part of the creation of the *explanation competence* evaluation measure in [62] and *explanation utility* metric in [12]. The notion of *explanation strength* or how *compelling* an explanation is, as discussed in terms of measures for ranking explanations in recommender systems [40–42], will also prove valuable to future efforts; notably, [40] explicitly divorced *relevance* from *strength*, leading us to peg [40] as key to understanding how the successful decomposition of explanation quality in XCBR can be approached.

Overall, we aim to extend our analyses into adjacent and distinct domains (e.g., the broader context of XAI, cognitive science, and other related fields) as is seen in [14, 28, 48, 64, 65, 69]. Existing frameworks and metrics of explanation *effectiveness* in XAI [83] strongly correlate with how measuring the *relevance* of explanations in XCBR can be approached. Streams of explanation research in cognitive science and psychology [84–87], robotics [88–89], CBR and deep learning [33], and intelligent systems [90–91] provide a basis for which we can expand upon. Ultimately, our overarching goal is to conduct a granular, synthesizing survey of the literature for further insight into the factors and criteria that influence how explanation quality should be measured in XCBR.
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Preface

The successes of Deep Learning have not gone unnoticed and are increasing inspiring novel methods and techniques that exploit Deep Learning for the benefit of Case-based reasoning (CBR). The potentials of Deep Learning for CBR are numerous and include potential improvement in knowledge aggregation and feature extraction for case representation, efficient indexing and retrieval architectures as well as assisting with case adaptation.

In this second edition of the ICCBR Workshop on Case-Based Reasoning and Deep Learning, 3 papers have been accepted for presentation from researchers from Germany and UK. The first contribution presents a system that uses deep convolutional neural networks (CNNs) for classifying images of skin lesions in a CBR system for early detection of melanoma. The proposed CNN approach is used to improve retrieval of new input images in the CBR system called DePicT Melanoma CLASS, which is designed to support users with more accurate recommendations relevant to their requested problem (e.g., image of affected area). The second contribution presents an approach for personalised human activity recognition from wearable sensor data using a neural network architecture called a matching network. A important advantage of matching networks over standard k-Nearest Neighbour is their ability to iteratively learn feature representations that maximise classification performance, given a chosen similarity metric. This contribution presents a study of 5 different similarity metrics used with matching networks for personalised HAR. The third contribution addresses an important challenge in HAR which is the fact that a variable number of sensors could be present during training and after deployment of a HAR system. This challenge is addressed using a Neural Translator, capable of generating missing sensor data from any available sensors at test time. The contribution demonstrates the use of the Neural Translator for HAR using k-Nearest Neighbour classifier with promising results.
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Abstract. An approach to classify skin lesions using deep learning for early detection of melanoma in a CBR system is proposed. This approach has been employed for retrieving new input images from the case base of DePicT Melanoma CLASS to support users with more accurate recommendation relevant to their requested problem (e.g., image of affected area). The efficiency of our system has been verified by utilizing the ISIC archive dataset in analysis of skin lesion classification as a benign and malignant melanoma.

Keywords: Machine learning · Deep learning · Image classification · Case retrieval · Melanoma skin cancer.

1 Introduction

Although case-based reasoning (CBR) has been applied in a number of medical systems, only a few systems have been developed for melanoma. e.g., the CBR system of Nicolas et al. used rules to answer medical questions based on the knowledge extracted from image data [12]. The survival rates of melanoma from early to terminal stages vary between 15 and 65% [2]; therefore, having the right information at the right time via early detection is essential to surviving this type of cancer. Accordingly, developing decision support systems has become a major area of research in this field [9]. The best path to early detection is recognizing new or changing skin growths, especially those that appear different from other moles [1]. Even after treatment, it is very important for patients to keep up on their medical history and records. In this paper, we propose a hybrid CBR system and evaluate its performance on the skin lesions classification (benign or malignant). DL helps researchers absolutely to treat and detect diseases by analyzing medical data (e.g., medical images). One of the representative models among the various deep-learning models is a convolutional neural network (CNN) which is also integrated with CBR for classification [8]. Although convolutional networks outperform other methods in many recognition tasks and in the
classification of particular melanomas [15] [4], deep networks generally require thousands of training samples (labeled classes). This classification of skin cancer is comparable to that of dermatologists detected [4]. In the proposed system, deep neural networks used as a case classifying in the context of CBR methodology and its retrieval process. Therefore this hybrid system has the advantages of deep learning (DL) and CBR and benefits from both. Our paper is organized as follows: Section 2, briefly describes the background in terms of preliminary system called DePicT Melanoma CLASS. The proposed system is followed in Section 3 by a description of image processing and classification with deep neural networks. This Section explains the tools and dataset which we have used for the implementation of our system and discusses the results and evaluation. Finally, Section 4 concludes the paper.

2 DePicT Melanoma CLASS

Various skin lesions classification systems have been developed using support vector machines (SVMs) and k nearest neighbor (k-NN) like interactive object recognition methodologies to perform border segmentation [13], extract global and local features and apply Otsus adaptive thresholding method [6]. Sumithra et al. utilized SVM and k-NN for skin cancer classification based on region-growing segmentation with results of (f-measure) 46% and 34%, respectively [14]. In the previous study, DePicT CLASS [10] was used to retrieve the textual components of requested problems and classify melanoma images using region growing method based on SVM and k-NN to support patients and health providers in managing the disease [11]. The case base of DePicT Melanoma CLASS is built based on the textual information about melanoma from the AJCC 1 staging, melanoma skin cancer information data base 2 and melanoma images from the ISIC archive dataset 3. Each case has a word association profile for main keywords extracted from melanoma textbooks and reports (fifteen melanoma-related papers and books) from which case descriptions and references are built. The case structure comprises a case description (melanoma types and stages) and recommendation (e.g., related images and treatment plan) including image features, segmentation processes, reference images, identified keywords, and a word association profile.

3 Proposed System

In this study, we applied an end-to-end CNN framework (machine learning system) to detect malignant melanoma using images from ISIC archive dataset. As shown in Fig. 1, the goal of our proposed system is classifying new images which is enriched by using DL.

1 American Joint Committee on Cancer: Melanoma of the Skin Staging
3 https://isic-archive.com/
CNNs are created of several convolutional layers (involving linear and non-linear operators), pooling, inner products which are fully connected layers and losses like softmax and the architecture for its state-of-the-art has many parameters. As shown in Fig. 2, we built a 16-layer model which contains thirteen convolutional (series of conv layers: conv1-conv5) and three fully connected (FC) layers. The input image is the first layer \((h \times w \times d)\) which \(h \times w\) is the pixel size and \(d\) is the color channel, here is \(256 \times 256 \times 3\). The configuration of our network is also illustrated at the bottom of Fig. 2 regarding the filter kernel and feature map size represented by a three-dimensional array \((h \times w \times d)\) which \(h\) and \(w\) are spatial dimensions and \(d\) is the number of channels. Our requested problem is a two-way classification problems: malignant and benign classes, therefore, the last fully connected layer (FC8) have 2 channels which is the same as the number of classes (B and M, see also Fig.1 - Sample Results), while the first-two fully connected layers (FC6 and FC7) have 4,096 channels. Therefore, the case representation is generated based on the features coming out of the last layer of our network. After creation of the whole case base based on the labeled images, in retrieval process of new input image, a distance-based method can work over the case representation to find the matched class.

For applying deep-learning, we have utilized Caffe\(^4\)\([5]\) which is a deep learning framework developed by Berkeley AI Research (BAIR)\(^5\). As it mentioned the ISIC Archive dataset containing images of benign and malignant melanoma was used for image-processing and classification. In the first round, 300 images for training and 100 for testing were utilized. By continuing the previous study, we have first used this dataset and then increased the training and test images in the second round to 1400 and 400, respectively. A total of 1400 dermoscopy images comprising malignant (978 images) and benign (422 images), were analyzed in this study to train our classifier.

Matlab (2017a) was utilized to develop DePicT Melanoma CLASS, in particular with the use of Image Processing Toolbox, Parallel Computing Toolbox, Matlab Compiler and Coder, and App Designer. For comparing CNN with the

---

\(^4\) [http://caffe.berkeleyvision.org/]

\(^5\) [http://bair.berkeley.edu/]

---

Fig. 1. The proposed CBR system.
previous classifiers, we have done the third and fourth test (200 images for B & 200 for M). DePicT Melanoma CLASS achieved appropriate results. Its performance in terms of comparison of its evaluation scores in these four tests is shown in Table 1.

Table 1. The comparison of evaluation scores (precision, recall (sensitivity), specificity, f-measure and accuracy) of DePicT Melanoma CLASS.

<table>
<thead>
<tr>
<th>Classification and retrieval</th>
<th>TP</th>
<th>TN</th>
<th>FP</th>
<th>FN</th>
<th>Pre.</th>
<th>Rec. (Sen.)</th>
<th>Spec.</th>
<th>F-m.</th>
<th>Acc.</th>
</tr>
</thead>
<tbody>
<tr>
<td>k-NN: 1st test (300, 100)</td>
<td>30</td>
<td>34</td>
<td>16</td>
<td>20</td>
<td>0.65</td>
<td>0.60</td>
<td>0.68</td>
<td>0.62</td>
<td>0.64</td>
</tr>
<tr>
<td>SVM: 2nd test (300, 100)</td>
<td>25</td>
<td>37</td>
<td>13</td>
<td>25</td>
<td>0.66</td>
<td>0.50</td>
<td>0.74</td>
<td>0.57</td>
<td>0.62</td>
</tr>
<tr>
<td>CNN: 3rd test (300,100)</td>
<td>35</td>
<td>33</td>
<td>17</td>
<td>15</td>
<td>0.67</td>
<td>0.50</td>
<td>0.70</td>
<td>0.66</td>
<td>0.68</td>
</tr>
<tr>
<td>CNN: 4th test (1400,400)</td>
<td>185</td>
<td>167</td>
<td>33</td>
<td>15</td>
<td>0.85</td>
<td>0.83</td>
<td>0.88</td>
<td>0.88</td>
<td>0.88</td>
</tr>
</tbody>
</table>

4 Conclusion and Outlook

In this paper, a training and half-testing method were deployed for composing a comparatively accurate CNN model from sample images of ISIC archive dataset. Although further data analysis is necessary to improve its accuracy, CNN would be helpful for the early detection of malignant melanoma. Analysis of the results obtained by testing a melanoma dataset suggests that our enriched case-based system (via CNN which made case classification more efficient) for detecting malignant melanoma is fit for the purpose of supporting users by providing relevant information. Further work will involve extending the training phase by using more images and more classes (different types and stages of melanoma skin cancers). The retrieval phase could also be further developed based on the new classes in regenerating a case representation.
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Abstract. Personalised Human Activity Recognition (HAR) models trained using data from the target user (subject-dependent) have been shown to be superior to non personalised models that are trained on data from a general population (subject-independent). However, from a practical perspective, collecting sufficient training data from end users to create subject-dependent models is not feasible. We have previously introduced an approach based on Matching networks which has proved effective for training personalised HAR models while requiring very little data from the end user. Matching networks perform nearest-neighbour classification by reusing the class label of the most similar instances in a provided support set, which makes them very relevant to case-based reasoning. A key advantage of matching networks is that they use metric learning to produce feature embeddings or representations that maximise classification accuracy, given a chosen similarity metric. However, to the best of our knowledge, no study has been provided into the performance of different similarity metrics for matching networks. In this paper, we present a study of five different similarity metrics: Euclidean, Manhattan, Dot Product, Cosine and Jaccard, for personalised HAR. Our evaluation shows that substantial differences in performance are achieved using different metrics, with Cosine and Jaccard producing the best performance.

1 Introduction

Automatic recognition and tracking of human activity using wearable sensors is increasingly being adopted for health care applications e.g. management of chronic low back pain in SELFBACK \(^1\) [1]. An important consideration for HAR applications is classifier training, where training examples can either be acquired from a general population (subject-independent), or from the target user of the system (subject-dependent). Previous works have shown using subject-dependent data to result in superior performance [2–4]. Matching networks [6]

\(^1\)The SelfBACK project is funded by European Union’s H2020 research and innovation programme under grant agreement No. 689043.
have been successfully applied for efficiently learning personalised HAR models [5]. Given a (typically small) support set of labelled examples, matching networks are able to classify an unlabelled example by reusing the class labels of the most similar examples in the support set. A key advantage of matching networks is that they use metric learning to produce feature embeddings or representations that maximise classification accuracy, given a chosen similarity metric. Thus, it is important to investigate how different similarity metrics affects the performance of matching networks for personalised HAR. Accordingly, in this paper, we present a study of five different similarity metrics used with matching networks.

2 Personalised HAR using Matching Networks

Fig. 1. Illustration of matching network for HAR.

The aim of matching networks is to learn a model that maps an unlabelled example $\hat{x}$ to a class label $\hat{y}$ using a small support set $S$ of labelled examples. This is illustrated in Figure 1. Given a set of instances $X = \{x| x \text{ is an instance vector}\}$, a set of class labels $L = \{y| y \text{ is a class label}\}$, an embedding function $f_\theta$ which in this is case a neural network parameterised by $\theta$, the function $a$ is an attention mechanism that takes the embedded representation of a test instance and a support set $S$ and returns a probability distribution $P(y|\hat{x}, S)$ over class labels $y$ of instances in $S$. To train the matching network for personalised HAR, we also define a set of users $U$ where each user $u_j \in U$ is comprised of a set of labelled examples as follows:
\[ u_j = \{(x, y) | x \in X, y \in L \} \]  

(1)

Next we define a set of training instances \( T_j \) for each user \( u_j \) as follows:

\[ T_j = \{(S_j, B_j)\} \]  

(2)

i.e., \( T_j \) is made up of user-specific support and target set pairs \( S_j \) and \( B_j \) respectively, where \( S_j = \{(x, y) | (x, y) \in u_j \} \) and \( B_j = \{(x, y) | (x, y) \in u_j, (x, y) \in S_j \} \). Note that the set of labels in \( S_j \) is always equivalent to \( L \) because we are interested in learning a classifier over the entire set of activity labels. Accordingly, \( S_j \) contains \( m \) examples for each class \( y \in L \) and the cardinality of \( S_j \) is \( |S| = m \times |L| \). Both \( S_j \) and \( B_j \) are sampled at random from \( u_j \) \( l \) times to create \( T_j \). Each \( B_j \) is used with it’s respective \( S_j \) by classifying each instance in \( B_j \) using \( S_j \) and computing loss using categorical cross entropy. The network is trained using stochastic gradient descent and back propagation.

### 3 Similarity Metrics

Matching networks use a similarity metric to match a given test instance to the most similar instances in a support set. In the following subsections, We discuss five of the most popular similarity metrics used in literature.

#### 3.1 Euclidean

Euclidean distance is perhaps the most popular metric used for estimating similarity between items represented as numerical vectors. The Euclidean metric gives the distance between any two points in \( n \)-dimensional space as the length of a straight line connecting those two points. Euclidean distance can be converted to similarity simply by taking the inverse as shown in Equation 3.

\[ \text{Euclidean}(\hat{x}, x) = \frac{1}{\sum_{i}^{n} (\hat{x}_i - x_i)^2 + 1} \]  

(3)

#### 3.2 Manhattan

The Manhattan distance between two items is computed as the sum of absolute differences between the values of their dimensions. This can also be converted to a similarity by taking the inverse as shown in Equation 4. In comparison with Euclidean, the Manhattan metric is less susceptible to large differences in values in few dimensions.

\[ \text{Manhattan}(\hat{x}, x) = \frac{1}{\sum_{i}^{n} |\hat{x}_i - x_i| + 1} \]  

(4)
3.3 Cosine

Cosine metric estimates similarity between two items by measuring the angle between their vectors in n-dimensional space. Cosine similarity can be computed as shown in Equation 5.

\[ Cosine(\hat{x}, x) = \frac{\sum_{j} \hat{x}_j x_j}{\sqrt{\sum_{j} \hat{x}_j^2} \sqrt{\sum_{j} x_j^2}} \]  

(5)

3.4 Dot Product

Dot product measures the projection of one vector onto another in n-dimensional coordinate space as shown in Equation 6. Unlike cosine similarity, dot product is not normalised and thus takes into account both angle and magnitude of the two vectors.

\[ DotProduct(\hat{x}, x) = \sum \hat{x}_j x_j \]  

(6)

3.5 Jaccard

The Jaccard metric measures similarity between finite sets as the ratio of the size of the intersection to the size of the union of the sets. The general form of the Jaccard metric for finding similarity between numerical vectors is provided in Equation 7.

\[ Jaccard(\hat{x}, x) = \frac{\sum \hat{x}_j x_j}{\sum \hat{x}_j^2 + \sum x_j^2 - \sum \hat{x}_j x_j} \]  

(7)

4 Evaluation

Evaluation is conducted on a dataset of 50 users with 9 activity classes and about 3 minutes of activity data per class. We adopt a hold-out validation strategy where 8 out of the 50 users are randomly selected for testing. To simulate user provided samples for creating personalised support sets, we hold out the first 30 seconds of each test user’s data for creating the support set. This leaves approximately 150 seconds of data per activity which are used for testing. Performance is reported using macro-averaged F1 score.

In the evaluation, we explore the performance of matching network for personalised HAR using the five similarity metrics presented in Section 3. Five different matching networks are trained, each using one of the similarity metrics. All matching networks are identical except for the similarity difference in similarity metric are all trained for the same number of epochs. Results are presented in Table 1. It can be observed that the best results are achieved using Cosine and Jaccard. Euclidean produces a reasonably close third place performance while both Manhattan and Dot Product are a distant forth and fifth place.
respectively. Note that both Cosine and Jaccard metrics are normalised by the magnitude of the vectors involved in the similarity. This suggests that similarity metrics that do not take into account differences in vector magnitudes tend to work better for this application.

### Table 1. Results of different algorithms showing F1 scores.

<table>
<thead>
<tr>
<th>Metric</th>
<th>Euclidean</th>
<th>Manhattan</th>
<th>Cosine</th>
<th>Dot Product</th>
<th>Jaccard</th>
</tr>
</thead>
<tbody>
<tr>
<td>F1 Score</td>
<td>0.757</td>
<td>0.696</td>
<td>0.788</td>
<td>0.694</td>
<td>0.783</td>
</tr>
</tbody>
</table>

### 5 Conclusion

In this paper, we have presented a comparative study of 5 different similarity metrics for personalised HAR using matching networks. Results show cosine and Jaccard metrics to produce the best classification performance. Our work suggests that the choice of similarity metric is a very important consideration for matching networks and that the performance of metrics that do not consider differences in vector magnitude (e.g. Cosine and Jaccard) are superior to metrics that take into account vector magnitude (e.g. Euclidean, Manhattan and dot product).

### References

Abstract. Multiple sensor modalities provide more accurate Human Activity Recognition (HAR) compared to using a single modality, yet the latter is more convenient and less intrusive. It is advantageous to create a model which learns from all available sensors; although it is challenging to deploy such model in an environment with fewer sensors, while maintaining reliable performance levels. We address this challenge with Neural Translator, capable of generating missing modalities from available modalities. These can be used to generate missing or “privileged” modalities at deployment to improve HAR. We evaluate the translator with k-NN classifiers on the SelfBACK HAR dataset and achieve up to 4.28% performance improvements with generated modalities. This suggests that non-intrusive modalities suited for deployment benefit from translators that generate missing modalities at deployment.

Keywords: Human Activity Recognition · Machine Learning · Privileged Learning

1 Introduction

Reasoning with multi-modal sensor data is an active area of research with applications fielded in multiple domains, including Human Activity Recognition (HAR), Robotics and Interactive Natural Interfaces. Typically HAR applications are related to tracking or monitoring movements such as ambulatory activities [5], activities of daily living [1] or exercises [6]. Inertial sensors and ambient sensors are mainly used in such applications to track user activity. For HAR, having multiple modalities is advantageous as it captures contextually richer representations. However access to all sensor modalities at deployment can be restricted due to ease of use or erroneous behaviours. This poses an interesting challenge of effectively deploying reasoning models with fewer modalities, compared to the number of modalities used in training.

We address this challenge as a Privileged Learning (PL) [8] problem. PL defines an additional feature space (Privileged Information) that improves classification performance, but is only available during training. It resembles how humans learn better with a teacher. In HAR we recognise this additional feature space as “Privileged Sensor Modalities”, that are available during training.
but not after deployment. Our initial evaluations suggested that, simply ignoring privileged modalities result in poor performance. Therefore we recognise the need for estimating privileged sensor modalities at deployment. We also learnt that there is no significant linear correlation between sensor modalities, eliminating the possibility of using a simpler estimation method such as linear regression to generate the missing data. Accordingly we implementing a generative neural networks inspired translator that can learn non-linear mapping between modalities.

Recent literature suggest the use of generative models in image/video captioning [9], language translation [7] and time-series forecasting [3] with Recurrent Neural Networks (RNNs). We did not observe any advantage of using RNN as a translator given that our data has no significant temporal dependencies. Generative Adversarial Networks (GANs) is another upcoming generative model, applied successfully in image generation from random noise [2]. Yet GANs fail to generate an output influenced by the input sensor data and the class. Our architecture closely resembles Auto-encoders, which are successfully applied in audio and video reconstruction [4]. The goal of Auto-encoders is to build an abstract feature representation of given data. In contrast we focus on learning mappings between different sensor data in order to transform one to another.

We introduce Privileged Learning for HAR and our Neural Translator in Section 2. Successive sections will present the SelfBACK Dataset, Experiment Design and Results. Finally we will discuss future improvements in Conclusion.

2 Privileged Learning with Neural Translator

We illustrate Privileged Learning (PL) for HAR referring to the two modalities of the SelfBACK dataset \(^1\); Wrist (W) and Thigh (T). Let \(X_W\) and \(X_T\) represent input modalities. We select \(X_T\) as the privileged sensor modality due to its intrusiveness in real life and comparatively better performance in HAR.

Figure 1 A refers to the training stage of the classification model where both sensors’ data is available. Figure 1 C illustrates deployment of the classification model where only \(X_W\) is present. If we only use \(X_W\) to recognise an activity at deployment, the model performance is highly penalised. Accordingly we train a translator which learns the mapping between two sensor data streams \(X_W\) and \(X_T\); which is done in parallel to the training of the classification model. More generally, this mapping can be between any number of sensor modalities. The input layer consists of features representing modalities that are present at test time and the output estimates the missing modalities.

Figure 1 B illustrates the Neural Translator in detail, which uses the wrist modality \(X_W\) to estimate the thigh modality \(X_T\). We use a fully connected neural network to estimate privileged modality, where it learns a neural mapping between its input and output layers. A single hidden layer is introduced to learn

---

\(^1\) The SelfBACK project is funded by European Union’s H2020 research and innovation programme under grant agreement No. 689043. More details available: http://www.selfback.eu. The dataset is publicly accessible from https://github.com/selfback/activity-recognition
the feature mapping from input to the output units. During training, given an input, the network learns to generate a representation of the output modality that is as close to the actual values. This is enforced by using a loss function of Mean Squared Error (MSE) between predicted output $X_{T'}$ and expected output $X_T$. We will refer to the Neural Translator as $T^N$.

3 SelfBACK Dataset

SelfBACK Dataset is compiled with two tri-axial accelerometer data streams, belonging to 6 activity classes. Accelerometers were mounted on the right-hand wrist and thigh of each subject (thus forming 2 modalities). The data was recorded at $100Hz$ sampling rate with 34 individuals. We perform three pre-processing steps on the dataset to prepare it for the translator and the classifier. First we use a sliding window size of 3 seconds with no overlap to create instances. Next we convert three-dimensional raw data instances into single dimension Discrete Cosine Transform (DCT) feature vectors of size 180. It conveniently simplifies the task of the translator where the mapping is learnt between two abstract feature representations instead of raw data. Finally data is normalised to ensure that the k-NN classifiers are unaffected by scalar differences between different modalities.

4 Experiment Design

We use k-NN as the classifier which provides interpretable results compared to a neural network. We apply Leave-One-Person-Out (LOPO) cross validation for
the classifier and the translator. We use three configurations with no privileged modalities as the baseline; and use accuracy of classification to study the contribution of the translator in the performance gains of HAR.

We experiment on different number of hidden units, while maintaining the number of hidden layers to one. We confirm that a narrow hidden layer supports learning better mappings between sensors by discarding arbitrary noise. In addition we observe that the translator is over-fitting to training data when increasing the number of hidden layers (thus increasing number of trainable parameters). Accordingly we identify the most optimal architecture for $T_N$ as 1 hidden layer of 96 units.

We follow naming convention $f(X_i/X_j)$ to indicate a classification model trained with set of modalities $X_i$; and $X_j$ are privileged modalities. Here $X_i = \emptyset$ indicates that none of the modalities were considered as privileged after deployment. $X_j = T$ indicates that thigh is a privileged modality, and at deployment it will be estimated with Neural Translator $T_N(W/T)$ which estimates thigh data from original wrist data.

## 5 Results

We present baseline results of classification with no privileged modalities on Figure 2. Baseline results confirm that thigh is clearly the privileged sensor modality for the SelfBACK dataset.

![Fig. 2. Baseline classification results](image1)

![Fig. 3. Classification with $T_N$](image2)

Figure 3 shows classification results with $T_N(W/T)$. Here each bar shows the lower and upper bounds set by the baselines. Upper bound uses the actual data instead of the estimated after deployment; whilst the lower bound is when the privileged modality is not used for HAR. Ideally we want the translator to improve upon the lower bound to get closer to the upper.

The first bar shows that we can achieve 1.84% improvement over $f(W/\emptyset)$ using estimated thigh on a model trained with original thigh data ($f(T/T)$). The second bar shows that the Neural Translator has significantly improved
Improving HAR with Neural Translator Models

the performance by 4.28% over \( f(W,∅) \) using estimated thigh data on a model trained with original wrist and thigh data \( (f(W,T/T)) \); bringing it closer to the upper bound set by \( f(W,T/∅) \).

These results suggest that a classifier trained with multiple modalities, can be used with a single or smaller subset of modalities in deployment. It is not only possible but improves performance significantly. The Neural Translator learns the non-linear correlations between input and output modalities, discarding ambiguities and noise of the source modalities. As a result the estimated modalities improve performance of the HAR classification at deployment.

6 Conclusion

We introduced the Neural Translator to improve HAR by augmenting missing modalities with estimated data. Our results show significant improvement of performance with estimated sensor data in k-NN classification. In addition to estimating privileged modalities, this versatile method can be used to augment incomplete data due to noise or technical faults. We believe there is further opportunity to improve Neural Translator with other deep learning techniques, which we plan to address in future. Finally this work demonstrates that translators can minimise sensors at deployment while improving performance which contributes towards an sustainable HAR solution.
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Introduction to the ICCBR 2018 Workshop on
Synergies between CBR and Machine Learning

This workshop follows up the second workshop on synergies between Case-Based Reasoning (CBR) and data mining held at ICCBR 2014 in Frankfurt, Germany and the workshop on synergies between CBR and knowledge discovery held at ICCBR 2016 in Atlanta, USA. This series of workshops focuses on studying the multi-faceted and evolving relationships between case-based reasoning and machine learning. It can be considered as the third edition in this series.

At the core of CBR lies the ability of a system to learn from past cases. However, CBR systems often incorporate machine learning methods, for example, to organize their memory or to learn adaptation rules. In turn, machine learning systems often utilize CBR as a learning methodology, for example, through a common set of problems with the nearest-neighbor method and reinforcement learning. Meanwhile, the machine learning community, which is tightly coupled with knowledge discovery, has historically included CBR among the types of instance-based learning.

This third Workshop on Synergies between CBR and Machine Learning was dedicated to studying in-depth the possible synergies between case-based reasoning and machine learning. It also aimed at identifying potentially fruitful ideas for cooperative problem-solving where both CBR and knowledge discovery researchers can compare and combine methods. In particular, new advances in machine learning may help CBR to advance its field of study and play a vital role in its future.

These proceedings also combine those of the workshop on Evolutionary Computation and CBR. The goal of this workshop was to foster communication between researchers in these two areas and provide a forum to identify opportunities and challenges in both Evolutionary Computation and CBR which can be solved using each other.

Six papers have been selected this year for presentation during ICCBR workshops and inclusion in the Workshops Proceedings. They deal with learning pathology-genes pairs using analogical reasoning [Devignes et al.], designing distributed k-NN similarity measures for Big Data CBR [Barua et al.], knowledge based extraction from traces for model comparison [Leonardi et al.], improving adaptation knowledge discovery by exploiting negative cases [Gillard et al.], evolutionary algorithms and CBR for solving a variation of the stable roommates’ problem [Lane et al.], and online learning with reoccurring drifts from a CBR perspective [Al Ghossein et al.].

These papers report on the research and experience of twenty-two authors working in four different countries on a wide range of problems and projects, and illustrate some of the major trends of current research in the area. Overall, they represent an excellent sample of synergies between CBR and machine, and promise very interesting discussions and interaction among major contributors of CBR research.
From knowledge-based trace abstraction to process model comparison
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\textbf{Abstract.} Process model comparison can be exploited to assess the quality of organizational procedures, to identify non-conformances with respect to given standards, and to highlight critical situations. Sometimes, however, it is difficult to make sense of large and complex process models, while a more abstract view of the process would be sufficient for the comparison task. In this paper, we show how process traces, abstracted on the basis of domain knowledge, can be provided as an input to process mining, and how abstract models (i.e., models mined from abstracted traces) can then be compared and ranked, by adopting a similarity metric able to take into account penalties collected during the abstraction phase. The overall framework has been tested in the field of stroke management, where we were able to rank abstract process models more similarly to the ordering provided by a domain expert, with respect to what could be obtained when working on non-abstract ones.

\section{1 Introduction}

Nowadays, many information systems record data about the executed business process instances in an \textit{event log}, which stores the sequences (\textit{traces} \cite{12} henceforth) of activities that have been completed at the organization. Event logs can be provided as an input to \textit{process mining} \cite{12} algorithms, a family of \textit{a-posteriori} analysis techniques able to extract non-trivial knowledge from these historic data; within process mining, \textit{process model discovery}, in particular, takes as input the log traces and builds a process model, focusing on its control flow constructs. Classical process mining algorithms, however, provide a purely syntactical analysis, where activities in the traces are processed only referring to their names. Activity names are strings without any semantics, so that identical activities, labeled by synonyms, will be considered as different, or activities that are special cases of other activities will be processed as unrelated. On the other hand, the capability of relating \textit{semantic structures} such as ontologies to activities in the log can enable process mining techniques to work at \textit{different levels}
of abstraction (i.e., at the level of instances or concepts) and, therefore, to mask irrelevant details, to promote reuse, and, in general, to make process analysis much more flexible and reliable. Interestingly, semantic process mining, defined as the combination of semantic processing capabilities and classical process mining techniques, has been recently proposed in the literature (see, e.g., [11, 3]). However, most contributions are still at a purely theoretical level. Moreover, while more work has been done in the field of semantic conformance checking (another branch of process mining) [5], to the best of our knowledge semantic process model discovery needs to be further investigated.

Following these considerations, we propose a trace abstraction mechanism, able to map activities in the log traces to terms in an ontology, so that they can be converted into higher-level concepts by navigating a hierarchy, up to the desired level. Consecutive activities that abstract as the same concept are also merged into the same abstracted macro-activity, properly managing delays and other activities in-between. Abstracted traces are then given as an input to process mining; in particular, we resort to classical algorithms embedded in the open source framework ProM [13].

Once the process model of a given organization has been obtained, it is useful to compare it to other organizations’ ones, as well as to existing standards. In the medical field, for instance, the analysis of the patient management processes actually implemented in practice supports quality of service evaluation. Evaluating the provided service is a key task in a competitive healthcare market, where hospitals have to focus on ways to deliver high quality care while at the same time reducing costs. Specifically, the actual process model, mined from the organization event log, can be compared to the reference clinical guideline, to verify the existence and the entity of changes, possibly due to local resource constraints, or sometimes to medical errors. Moreover, a ranking of different hospitals’ process models can support audit activities and resource assignment. Sometimes, however, it is difficult to make sense of large and complex process models, while a more abstract view of the processes themselves would be sufficient for the comparison task.

In order to address both the need for process model comparison and the need for abstraction, we have extended a similarity metric we defined in our previous work [8], in order to allow for comparison and ranking of models mined from abstracted traces. Interestingly, process model comparison has been addressed also in [7], which makes use of a normalized version of the graph edit distance, but exploits just syntactical information in the definition of the edit operation costs. The use of semantic information in process model comparison and retrieval is proposed in [1], a system working on workflows represented as semantically labeled graphs. The work in [1] is however more focused on the data flow, which was not considered in our current application. Moreover, none of the previous works affords the abstraction issue.

In this paper, we also report on our experimental work in the field of stroke care, where we were able to rank abstract process models (i.e., models mined from abstracted traces) more similarly to the ordering provided by a domain
expert, with respect to what could be obtained when working on non-abstract ones.

2 Knowledge-based trace abstraction

In our framework, knowledge-based trace abstraction has been realized as a multi-step procedure, which extends the one described in [9].

The first step relies on ontology mapping. In detail, the ontology (see figure 1 for an excerpt) comprises: (i) a goal taxonomy, composed by a set of classes, representing the main goals in stroke management. These main goals can be further specialized into subclasses, according to more specific goals (relation “is-a”; e.g., “Early Relapse Prevention” is a subgoal of “Prevention”); (ii) an activity taxonomy, composed by all the activities that can be logged in stroke management traces (in “is-a” relation with the general class “Activity”); (iii) a set of “aimsTo” relations, which formalize that an activity can be executed to implement a (sub)goal. Multiple “aimsTo” relations could connect a given activity to different goals (e.g., CAT (Computer Aided Tomography) can implement “Monitoring” or “Timing” even within the same guideline).

In the case of multiple “aimsTo” relations, the proper goal to be used to abstract a given activity is then selected by a rule base. Contextual information (i.e., the activities that have been already executed on the patient at hand, and/or her/his specific clinical conditions) is used to activate the correct rules.

Fig. 1. An excerpt from the stroke domain ontology
Once the correct goal of every activity has been identified, trace abstraction can be completed. The level in the ontology to be chosen for abstraction (e.g., a very general goal, such as “Prevention”, or a more specific one, such as “Early Relapse Prevention”), has to be specified as an input by the user. In this last step, when a set of consecutive activities on the trace abstract as the same goal, they have to be merged into the same abstracted macro-activity, labeled as the common goal at hand. A macro-activity is an abstracted activity that covers the whole time span of multiple activities, and is labeled as their common goal in the ontology, at the specified abstraction level. As a special case, the macro-activity can abstract a single activity as its goal. This procedure requires a proper treatment of delays (i.e., of time intervals between two activities logged in the trace, within which no other activity takes place), and of activities in-between that implement a different goal (interleaved activities henceforth). Specifically, the procedure to abstract a trace operates as follows.

For every activity \( i \) in the trace:

1. \( i \) is abstracted as the goal it implements (at the ontology level selected by the user); the macro-activity \( m_i \), labeled as the identified goal, is created;
2. for every element \( j \) following \( i \) in the trace: (i) if \( j \) is a delay, its length is added to a variable \( \text{tot-delay} \), that stores the total delay duration accumulated so far during the creation of \( m_i \); (ii) if \( j \) is an interleaved activity, its length is added to a variable \( \text{tot-inter} \), that stores the total interleaved activities durations accumulated so far during the creation of \( m_i \); (iii) if \( j \) is an activity that, according to domain knowledge, abstracts as the same goal as \( i \), \( m_i \) is extended to include \( j \), provided that \( \text{tot-delay} \) and \( \text{tot-inter} \) do not exceed domain-defined thresholds. \( j \) is then removed from the activities in the trace that could start a new macro-activity, since it has already been incorporated into an existing one;
3. the macro-activity \( m_i \) is appended to the output abstracted trace which, in the end, will contain the list of all the macro-activities that have been created by the procedure.

The variables \( \text{tot-delay} \) and \( \text{tot-inter} \), accumulated during abstraction, are also provided as an output attribute of each macro-activity. As discussed in section 4, they will be used as a penalty in abstracted process model similarity calculation.

3 Process mining

In our approach, process mining is implemented resorting to the well-known tool ProM, extensively described in [13]. ProM (and specifically its newest version ProM 6) is a platform-independent open source framework that supports a wide variety of process mining and data mining techniques, and can be extended by adding new functionalities in the form of plug-ins. For the work described in this paper, we have exploited ProM’s Heuristic Miner [14]. Heuristic Miner is a plug-in for process model discovery, able to mine process models from logs. It receives as input the log, and considers the order of the activities within every single trace.
It can mine the presence of short-distance and long-distance dependencies (i.e., direct or indirect sequence of activities), and information about parallelism, with a certain degree of reliability. The output of the mining process can be visualized as a graph with two types of nodes: activity nodes and gateway nodes - these last ones representing AND/XOR join/fork points. Currently, we have chosen to rely on Heuristics Miner, because it is known to be tolerant to noise, a problem that may affect medical logs (e.g., sometimes the logging may be incomplete). Anyway, testing of other mining algorithms available in ProM 6 is foreseen in our future work.

4 Process model comparison

In our framework, we have extended a metric we described in [8], to permit the comparison of models mined from abstracted traces as well. In the following, we will first summarize the initial contribution [8], and then illustrate the extensions.

Initial contribution. Since mined process models are represented in the form of graphs, we have defined a distance that extends the notion of graph edit distance [2]. Such a notion calculates the minimal cost of transforming one graph into another by applying edit operations, i.e., insertions/deletions and substitutions of nodes, and insertions/deletions and substitutions of edges. While string edit distance looks for an alignment that minimizes the cost of transforming one string into another by means of edit operations, in graph edit distance we have to look for a mapping. A mapping is a function that matches (possibly by substituting) nodes to nodes, and edges to edges. Unmatched nodes/edges have to be deleted (or, dually, inserted in the other graph). Among all possible mappings, we will select the one that leads to the minimal cost, having properly quantified the cost of every type of edit operation. In particular, when considering node mapping, activity nodes will only be mapped to activity nodes, while gateway nodes will be mapped to gateway nodes. Formally, let \( G_1 = (N_1, E_1) \) and \( G_2 = (N_2, E_2) \) be two graphs, where \( E_i \) and \( N_i \) represent the sets of edges and nodes of graph \( G_i \). Let \( \|N_i\| \) be the number of nodes and edges of graph \( G_i \). Let \( M \) be a partial injective mapping (see [4]) that maps nodes in \( N_1 \) to nodes in \( N_2 \) and let \( sub_n, sub_e, skip_n \) and \( skip_e \) be the sets of substituted nodes, substituted edges, inserted or deleted nodes and inserted or deleted edges with respect to \( M \). In particular, a substituted edge connects a pair of substituted nodes in \( M \).

In our approach, the fraction of inserted/deleted nodes, denoted \( fskip_n \), the fraction of inserted/deleted edges, denoted \( fskip_e \), and the average distance of substituted nodes, denoted \( fsub_n \), are defined as follows:

\[
fskip_n = \frac{|skip_n|}{|N_1| + |N_2|}
\]

where \(|skip_n|\) is the number of inserted or deleted nodes;

\[
fskip_e = \frac{|skip_e|}{|E_1| + |E_2|}
\]
where \(|skipe|\) is the number of inserted or deleted edges;

\[ f_{subn} = \frac{2 - (\sum_{n, m \in M_A} dt(n, m) + \sum_{x, y \in M_G} dq(x, y))}{|subn|} \]

where \(M_A\) represents the set of mapped activity nodes in the mapping \(M\), \(M_G\) represents the set of mapped gateway nodes in \(M\); \(dt(n, m)\) is the distance between two activity nodes \(m\) and \(n\) in \(M_A\), and \(dq(x, y)\) is the distance between two gateway nodes \(x\) and \(y\) in \(M_G\); \(|subn|\) is the number of substituted nodes.

In detail, \(dt(n, m)\) is a proper knowledge-intensive distance definition, to be chosen on the basis of the available knowledge representation formalism in the domain at hand. Currently, we are adopting Palmer’s distance [10].

To calculate \(dq(x, y)\) we proceed as follows:

1. if \(x\) and \(y\) are nodes of different types (i.e., a XOR and an AND), their distance is set to 1;
2. if \(x\) and \(y\) are of the same type (e.g., two ANDs), we have to calculate the difference between their incoming/outgoing activity nodes. The distance between a pair of activity nodes is still calculated exploiting Palmer’s distance [10]. Further details can be found in [8].

Finally, the average distance of substituted edges \(f_{sube}\) is defined as follows:

\[ f_{sube} = \frac{2 - \sum_{(n_1, n_2), (m_1, m_2) \in M} ([r(e_1) - r(e_2)] + [p(e_1) - p(e_2)] + |m(e_1) - m(e_2)| + |s(e_1) - s(e_2)|)}{4 - |sube|} \]

where edge \(e_1\) (connecting node \(n_1\) to node \(m_1\)) and edge \(e_2\) (connecting node \(n_2\) to node \(m_2\)) are two substituted edges in \(M\); \(|sube|\) is the number of substituted edges; \(r(ei)\) is the reliability of edge \(ei\) [14]; \(p(ei)\) is the percentage of traces that crossed edge \(ei\); \(m(ei)\) and \(s(ei)\) are statistical values (mean and standard deviation of the elapsed times) calculated over all the occurrences of the \(ni \rightarrow mi\) pattern (i.e., \(ni\) directly followed by \(mi\)) in the traces, and normalized in \([0, 1]\) dividing by the duration of the longest \(ni \rightarrow mi\) pattern in the log. If one of these parameters is unavailable (e.g., reliability is unavailable because Heuristic Miner was not used), its contribution is simply set to 0. Different/additional parameters learned by a miner could be considered as well in \(f_{sube}\) in the future.

The extended graph edit distance induced by the mapping \(M\) is:

\[ ext_{eda}(M) = \frac{w_{skip} - f_{skip} + w_{skipe} - f_{skipe} + w_{subn} - f_{subn} + w_{sube} - f_{sube}}{w_{skip} + w_{skipe} + w_{subn} + w_{sube}} \]

where \(w_{subn}, w_{sube}, w_{skip}\) and \(w_{skipe}\) are proper weights \(\in [0, 1]\).

The extended graph edit distance of two graphs is the minimal possible distance induced by any mapping between these graphs. To find the mapping that leads to the minimal distance we resort to a greedy approach, in order to limit
computational costs. It can be shown that the algorithm works in cubic time on the number of nodes of the larger graph [4].

**Extensions.** The novel extensions we present in this paper basically lead to substitute $f_{subn}$ with a more complete definition, where average abstraction penalties are also summed up when considering the mapping of two activity nodes (which, in this new version, more properly represent macro-activity nodes). We introduce the following definitions:

**Delay Penalty.** Let $n$ and $m$ be two macro-activities, that have been matched in the mapping. Let $\text{average}_{\text{delay}}_n = \frac{\sum_{i} \text{length}(i)}{\text{numtraces}}$ be the sum of the lengths of all the $k$ delays that have been incorporated into $n$ in the abstraction phase, divided by the number of abstracted traces that include $n$ (and let $\text{average}_{\text{delay}}_m$ be analogously defined). Let $\text{maxdelay}$ be the maximum, over all the abstracted traces, of the sum of the lengths of the delays incorporated in a macro-activity. The Delay Penalty $\text{delay}_p(n, m)$ between $n$ and $m$ is defined as:

$$\text{delay}_p(n, m) = \frac{|\text{average}_{\text{delay}}_n - \text{average}_{\text{delay}}_m|}{\text{maxdelay}}$$

As for interleaved activities penalty, we operate analogously to delay penalty, by considering the average lengths of the interleaved activities that have been incorporated within the involved macro-activities in the abstraction phase.

**Interleaving Length Penalty.** Let $n$ and $m$ be two macro-activities, that have been matched in the mapping. Let $\text{average}_{\text{inter}}_n = \frac{\sum_{i} \text{length}(i)}{\text{numtraces}}$ be the sum of the lengths of all the $k$ interleaved activities that have been incorporated into $n$ in the abstraction phase, divided by the number of abstracted traces that include $n$ (and let $\text{average}_{\text{inter}}_m$ be analogously defined). Let $\text{maxinter}$ be the maximum, over all the abstracted traces, of the sum of the lengths of the interleaved activities incorporated in a macro-activity. The Interleaving Length Penalty $\text{interL}_p(n, m)$ between $n$ and $m$ is defined as:

$$\text{interL}_p(n, m) = \frac{|\text{average}_{\text{inter}}_n - \text{average}_{\text{inter}}_m|}{\text{maxinter}}$$

Then, formally, $f_{subn}$ becomes

$$f_{subn} = 2 - \left(\sum_{n, m \in MA} \varphi(n, m) + \sum_{x, y \in MG} dg(x, y)\right)$$

where

$$\varphi(n, m) = \frac{dt(n, m) + \text{delay}_p(n, m) + \text{interL}_p(n, m)}{3}$$

Notably, the abstraction penalty contributions might also be weighted differently from $dt(n, m)$, if the domain expert suggests to give more/less importance to Palmer’s distance between macro-activities with respect to abstraction penalties themselves.
5 Experimental results

In this section, we describe the experimental results we have conducted, in the application domain of stroke care. The available event log was composed of more than 15000 traces, collected at the Stroke Unit Network (SUN) collaborating centers of the Lombardia region, Italy. The number of traces in the different Stroke Units (SUs) of the network varied from 266 to 1149. Traces were composed of 13 activities on average. For our validation study, we asked a SUN stroke management expert to provide a ranking of some SUs (see table 1, column 1), on the basis of the quality of service they provide, with respect to the top level SU. Such a ranking was based on her personal knowledge of the SUs human and instrumental resource availability (not on the process models); therefore, it was qualitative, and “coarse-grained”, in the sense that more than one SU could obtain the same qualitative evaluation. The top level SU will be referred as H0 in the experiments. The expert identified 6 SUs (H1-H6) with a high similarity level with respect to H0; 5 SUs (H7-H11) with a medium similarity level with respect to H0; and 4 SUs (H12-H15) with a low similarity level with respect to H0. The ordering of the SUs within one specific similarity level is not relevant, since, as observed, the expert’s ranking is coarse-grained. It is instead important to distinguish between different similarity levels. We then mined the process models of the 16 SUs by using Heuristic Miner, both working on non-abstracted traces, and working on abstracted traces. We ordered the two available process model sets with respect to H0, resorting to the extended similarity metric presented in section 4, globally obtaining two rankings. In the experiments, we set all the weights to 1, except for \( w_{skipn} \) and \( w_{skipe} \), which were set to 2. Indeed, the domain expert suggested to strongly penalize missing macro-activities or missing connections, with respect to substitutions. Moreover, in \( f_{subn} \) abstraction penalty contributions were weighted 20% of \( dt(n,m) \) (abstraction penalties were simply set to zero when comparing models mined from non-abstracted traces). As regards abstraction thresholds, on the other hand, they were common to all traces in the log, and set on the basis of medical knowledge.

Results are shown in table 1. Column 1 shows the expert’s qualitative evaluation (similarity with respect to the reference SU H0), and lists the corresponding SUs names; columns 2 and 3 show the ranking obtained by relying on our distance definition, mining the process models on non-abstracted and abstracted traces, respectively. In particular, abstraction was conducted at level 2 in the ontology (where level 0 is “Goal”). When working on models mined from non-abstracted traces, we correctly rate two process models in the high similarity group (33%), zero process models in the medium similarity group (0%), and one process model in the low similarity group (25%, column 2). When working on models mined from abstracted traces, on the other hand, we correctly rate three process models in the high similarity group (50%), three process models in the medium similarity group (60%), and one process model in the low similarity group (25%, column 3). In summary, when working on abstracted traces, our extended distance definition, able to properly consider abstraction penalties as well, leads to rankings that are closer to the qualitative ranking provided by...
Table 1. Ordering of 15 SUs, with respect to a given query model. Correct positions in the rankings with respect to the expert’s qualitative similarity levels are highlighted in bold.

<table>
<thead>
<tr>
<th>Qual. Similarity - Medical expert</th>
<th>Non-abstract</th>
<th>Abstract</th>
</tr>
</thead>
<tbody>
<tr>
<td>High - H1</td>
<td>H2</td>
<td>H5</td>
</tr>
<tr>
<td>High - H2</td>
<td>H9</td>
<td>H2</td>
</tr>
<tr>
<td>High - H4</td>
<td>H7</td>
<td>H12</td>
</tr>
<tr>
<td>High - H5</td>
<td>H13</td>
<td>H8</td>
</tr>
<tr>
<td>High - H6</td>
<td>H6</td>
<td>H13</td>
</tr>
<tr>
<td>Medium - H7</td>
<td>H15</td>
<td>H7</td>
</tr>
<tr>
<td>Medium - H8</td>
<td>H5</td>
<td>H6</td>
</tr>
<tr>
<td>Medium - H9</td>
<td>H1</td>
<td>H11</td>
</tr>
<tr>
<td>Medium - H10</td>
<td>H12</td>
<td>H10</td>
</tr>
<tr>
<td>Medium - H11</td>
<td>H4</td>
<td>H15</td>
</tr>
<tr>
<td>Low - H12</td>
<td>H4</td>
<td>H14</td>
</tr>
<tr>
<td>Low - H13</td>
<td>H13</td>
<td>H1</td>
</tr>
<tr>
<td>Low - H14</td>
<td>H10</td>
<td>H4</td>
</tr>
<tr>
<td>Low - H15</td>
<td>H14</td>
<td>H9</td>
</tr>
</tbody>
</table>

the human expert, and therefore allows to better classify the quality of service provided to patients by the different SUs.

6 Conclusions

In this paper, we have described a framework able to semantically abstract traces, and provide them as an input to process mining. Models mined from abstracted traces can then be compared and ranked, by adopting an extended process model similarity metric, which can take into account abstraction phase penalties as well. In the experiments, we mined the process models of some SUs by using Heuristic Miner, both working on non-abstracted traces, and working on abstracted ones. We then ordered the two available process model sets with respect to the model of the best equipped SU in the SUN network, resorting to the extended metric. We verified that, when working on abstracted traces, distance calculation leads to a ranking that is closer to the qualitative one provided by a domain expert, thus better classifying the quality of service provided to patients by the different SUs. In the future, we plan to test the approach in different application domains as well, after having acquired the corresponding domain knowledge. Finally, an abstraction mechanism directly operating on process models (i.e., on the graph, instead of the log), may be considered, possibly along the lines described in [6], and abstraction results will be compared to the ones currently enabled by our framework.
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Abstract. Case-based reasoning usually exploits positive source cases consisting of a source problem and its solution that is known to be a correct for the problem. The work presented in this paper addresses in addition of positive case exploitation, the exploitation of negative cases, i.e. problem-solution pairs where the solution is an incorrect answer to the problem, which can be acquired when the case-based reasoning (CBR) process fails. An originality of this work is that positive and negative cases are used both for adaptation knowledge (AK) discovery using closed itemsets built on variations between cases. Experiments show that exploiting negative cases in addition to positive ones improves the quality of the AK being extracted and, so, improves the results of the CBR system.

Keywords: adaptation knowledge discovery, closed itemset extraction, case mining, negative cases, case-based reasoning

1 Introduction

Case-based reasoning (CBR) aims at solving a new problem—the target problem—thanks to a set of cases (the case base), where a case is a pair consisting of a problem and a solution to this problem. A source case is a case from the case base, consisting of a source problem and one of its solutions. The classical approach to CBR consists in selecting source cases similar to the target problem and adapting them to solve it. The adaptation step may use different approaches, one of them is the use of adaptation knowledge (AK). Acquiring AK is, in this case, a crucial issue.

Most of the times, AK discovery for CBR focuses on the exploitation of positive source cases. A positive source case is a source case such that the solution is a correct solution to the problem (according, e.g., to a human expert). However, a case base may also contains negative source cases. A negative source case is a source case such that the solution is an incorrect solution to the problem. Such negative cases can for example be acquired at the retain step of the classical 4R (retrieve, reuse, revise, retain) CBR process, when the CBR process fails and returns an incorrect solution.

This paper presents an approach exploiting at the best all the existing cases of the case base, the positive ones but also the negative ones, in order to improve the AK discovery, under the hypothesis that the better the AK quality is, the better the results of the CBR system that will use it will be. This work is based on the approach proposed in [2] for extracting AK. The approach is based on closed itemset (CI) extraction on
variations between cases. The originality of our work lies in the use of CI extraction to take into account negative cases.

The paper is organized as follows. Section 2 introduces the motivations and the preliminaries for this work, introducing CI extraction and CBR with related work. Section 3 describes our approach for exploiting positive and negative cases in an AK discovery process. Section 4 presents the evaluation of our approach through experiments and discusses the results. Section 5 points out lines for future research.

2 Motivation and preliminaries

Cooking CBR systems, as the ones which have participated to the Computer Cooking Contest (e.g. TAAABLE [4]) are typical of systems that are concerned by the objective of this work. Indeed, it has been showed that adapting cooking recipes benefits from the use of AK [7]. Moreover, feedback may be collected about the system results. For example, the TAAABLE system provides a result interface allowing the users to evaluate whether a recipe adaptation is correct or not [15]. This approach to manage correct and incorrect adaptations is a way to collect positive and negative cases, which can both be stored in the case base (with an appropriate label).

2.1 Itemset extraction

Itemset extraction is a collection of data-mining methods for extracting regularities into data, by aggregating object items appearing together. Like FCA [10], itemset extraction algorithms start from a formal context \( K \), defined by \( K = (G, M, I) \), where \( G \) is a set of objects, \( M \) is a set of items, and \( I \) is the relation on \( G \times M \) stating that an object is described by an item [10]. Table 1 shows an example of context, in which 4 recipes are described by the ingredients they require: \( G \) is a set of 4 objects (recipes \( r_1, r_2, r_3, \) and \( r_4 \)), \( M \) is a set of 5 items (ingredients Apple, PieCrust, PuffPastry, Sugar, and Cream).

An itemset \( I \) is a set of items, and the support of \( I \), \( \text{supp}(I) \), is the number of objects of the formal context having every item of \( I \). \( I \) is frequent, with respect to a threshold \( \rho \), whenever \( \text{supp}(I) \geq \rho \). \( I \) is closed if it has no proper superset \( J \) (\( I \nsubseteq J \)) with the same support. For example, \( \{\text{Apple}, \text{PieCrust}\} \) is an itemset and \( \text{supp}(\{\text{Apple}, \text{PieCrust}\}) = 2 \) because exactly 2 recipes require both
Apple and PieCrust. However, \{Apple, PieCrust\} is not a CI, because \{Apple, PieCrust, Sugar\} has the same support. For \(\rho = 2\), the frequent CIs (FCIs) of this context are \{Apple, PieCrust, Sugar\} and \{Sugar, Cream\}.

For our experiments, we use CORON [16], a software platform which implements efficient algorithms for symbolic data mining and especially FCI computation.

### 2.2 Exploiting case variations for AK discovery

Exploiting case variations is not a new idea. [11] introduces this approach of AK learning based on pairwise comparisons of cases. This approach has been applied in various domains such as chemistry [3], medicine [5] or cooking [2, 7].

For an ordered pair of cases \((r_1, r_2)\), the approach consists in representing what features have to be removed (−), kept (=) and added (+) to transform \(r_1\) into \(r_2\). For example, for a pair \((r_i, r_j)\) of recipes described each by the ingredients they require, the representation of the variation is denoted by \(V_{ij}\), where \(V_{ij}\) represents the set of variations of ingredients from \(r_i\) to \(r_j\). Each ingredient \(ing\) is marked by −, =, or +:

- \(ing^- \in V_{ij}\) if \(ing\) is an ingredient of \(r_i\) but not of \(r_j\),
- \(ing^+ \in V_{ij}\) if \(ing\) is an ingredient of \(r_j\) but not of \(r_i\),
- \(ing^= \in V_{ij}\) if \(ing\) is an ingredient of both \(r_i\) and \(r_j\).

Table 2 shows the ingredient variations for 3 ordered pairs of recipes described in Table 1. An AK discovery process based on FCIs can be run on such a binary table which constitutes a formal context. Each extracted FCI produces an adaptation rule (AR) \(\beta r\) with a support \(\text{supp}(ar)\), i.e. the number of \(V_{ij}\) containing \(ar\). For example, for \(\rho = 2\), \{PieCrust −, PuffPastry +\} is an FCI which produces an adaptation rule consisting in replacing the pie crust by a puff pastry.

### 2.3 Assumptions and notations about CBR

Let \(P\) and \(S\) be two sets. A problem (resp., a solution) is an element of \(P\) (resp., of \(S\)). The existence of a binary relation with the semantics “has for solution” is assumed. In this paper, this relation is assumed to be functional, guided by the idea to fully automatize the evaluation process. Let \(f\) be the function from \(P\) to \(S\) such that \(y = f(x)\) if \(y\) is the solution of \(x\). A case is a pair \((x, y)\) \(\in P \times S\) such that \(y = f(x)\).

A CBR system on \((P, S, f)\) is built with a knowledge base \(KB = (CB, DK, RK, AK)\) where \(CB\) is the case base (a finite set of cases), \(DK\) is the domain knowledge, \(RK\) is the
retrieval knowledge (in this work, $RK = dist$, a distance function on $P$), and $AK$ is the adaptation knowledge that will take the form of adaptation rules.

A CBR system on $(P, S, f)$ aims at associating to a target problem $x^t$ an $y^t \in S$, denoted by $y^t = f_{CBR}(x^t)$. The function $f_{CBR}$ is intended to be an approximation of $f$. It is built thanks to the following functions:

- the retrieval function, with the profile $\text{retrieval}: x^t \mapsto (x^*, y^*) \in CB$;
- the adaptation function, with the profile adaptation: $((x^*, y^*), x^t) \mapsto y^t \in S$; it is usually based on $DK$ and $AK$. $((x^*, y^*), x^t)$ is an adaptation problem.

Thus $f_{CBR}(x^t) = \text{adaptation}(\text{retrieval}(x^t), x^t)$.

With no domain and adaptation knowledge ($DK = AK = \emptyset$), the adaptation consists usually of a mere copy of the solution. This process is called null adaptation:

$$null_{\text{adaptation}}: ((x^*, y^*), x^t) \mapsto y^t$$

**Adaptation principle using adaptation rules.** Generally speaking, an adaptation rule $ar$ is a function mapping an adaptation problem $((x^*, y^*), x^t) \in CB \times P$ to $y^t \in S \cup \{\text{failure}\}$. Two cases of failure ($y^t = \text{failure}$) are considered: (i) no $(x^*, y^*) \in CB$ such as $\text{dist}(x^*, x^t) \leq \rho$, with $\rho$ a given threshold, is returned by the retrieval function, and (ii) no AR $ar$ is applicable on this adaptation problem. Else, $y^t$ is a proposed solution to $x^t$, by adaptation of $(x^*, y^*)$ according to $ar$. A support $\text{supp}(ar) \geq 0$ is associated to a rule $ar$; the higher is $\text{supp}(ar)$, the more $ar$ is preferred.

The adaptation consists in selecting the subset $AAR$ of $AK$ of applicable adaptation rules with maximum support: $ar \in AAR \iff ar((x^*, y^*), x^t) \neq \text{failure}$ and there exists no $ar' \in AAR$ such that $\text{supp}(ar') > \text{supp}(ar)$.

### 2.4 Boolean setting

We have presented at the beginning of section 2 the interest of AK discovery for a real life application. However, evaluating how an AK approach improves the results of the CBR system in such a concrete application is difficult because experiments require humans (users or experts) who have to evaluate the quality or the validity of the system answers (see for example [8] where the evaluation process implies users who have to judge if the TAable cooking system returns correct or incorrect answers in the context of collaborative knowledge acquisition). Such a human based evaluation has many inconveniences: (a) specific interfaces have to be built to guarantee a blind evaluation, (b) it is time consuming, especially compared to an automated evaluation, (c) it requires available users and/or experts, and (d) the coverage of the evaluation is limited because of points (b) and (c).

For these reasons, we use in this work a Boolean setting in which all experiments can be automatized using Boolean functions as $f$. Let $B = \{0, 1\}$ be the set of Boolean values. The Boolean operators are denoted by the connector symbols of propositional logic: for $a, b \in B$, $\neg a = 1 - a$, $a \wedge b = \min(a, b)$, $a \vee b = \max(a, b)$, $a \oplus b = \left| b - a \right|$ ($\oplus$ is the exclusive or) and $a \leftrightarrow b = \neg(a \oplus b)$.

Let $p \geq 0$. The Hamming distance $H$ on $B^p$ is defined by $H(a, b) = \sum_{i=1}^p |b_i - a_i|$. For example, with $p = 5$, $H((0, 1, 0, 0, 1), (1, 1, 0, 1, 1)) = 2$. 
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Let \( m, n \in \mathbb{N}^* \), \( P = \mathbb{B}^m \), \( S = \mathbb{B}^n \) and \( f : P \rightarrow S \), be a Boolean function to be approximated. A CBR system is considered on \( (P, S, f) \) with \( \mathbb{D}_K = \emptyset, \mathbb{R}_K = \mathbb{DIST} \), the Hamming distance on \( P \), and \( AK \) a set of adaptation rules.

**Adaptation rule language.** The AR language used in this work is based on the notion of variations between Booleans, as described hereafter. Given \( \tau, r \in \mathbb{B} \) (\( \tau \) stands for left, \( r \) for right), the variation from \( \tau \) to \( r \) is represented by *variation symbols*. Each of the 4 ordered pairs \((\tau, r)\) is represented by a primary variation symbol \( v \):

- \((\tau, r) = (1, 0)\) is represented by \( v = \)
- \((\tau, r) = (0, 1)\) is represented by \( v = +\)
- \((\tau, r) = (0, 0)\) is represented by \( v = =0\)
- \((\tau, r) = (1, 1)\) is represented by \( v = =1\)

Each primary variation symbol is linked to 3 inferred variation symbols. Fig. 1 shows the generalization links between the primary variation symbols and the inferred ones. For example, \( v = + \) is linked to \( \neq \), stating that \( \tau \neq r \), to \( =1 \) and to \( =0 \), stating that \( \tau \) (resp. \( r \)) is equal to 1 (resp. 0).

Given two cases \( c^1 = (x^1, y^1) \) and \( c^2 = (x^2, y^2) \), the set of variations \( V^{12} \) from \( c^1 \) to \( c^2 \) is encoded by the set of the expressions \( x^i_v \) and \( y^j_v \) such that \( v \) (resp., \( w \)) is a variation symbol from \( x^i \) to \( x^j \) (resp., from \( y^i \) to \( y^j \)). For example, if \( (x^1, y^1) = ((0, 1), 0) \) and \( (x^2, y^2) = ((0, 0), 1) \) then \( V^{12} = \{x^{10}_v, x^{11}_v, x^{00}_v, x^{01}_v, x^{10}_w, x^{11}_w, y^{10}_v, y^{11}_v, y^{00}_v, y^{01}_v \} \).

An AR \( ar \) is a set of expressions \( x^i_v \) and \( y^j_v \). At least one \( x^i_v \) and one \( y^j_v \) are required in \( ar \) to be used for adaptation: \( ar \) is applicable on an adaptation problem \((x^s, y^s), x^t)\) if there exists \( y^k \in \mathbb{B}^n \) such that \( V^{st} \supseteq ar \) (where \( V^{st} \) represents the variation from \( (x^s, y^s) \) to \( (x^t, y^t) \)). If it is applicable, then its application consists in choosing such a \( y^k \). If several \( y^k \)'s exist, the chosen one is the closest to \( y^s \) according to the Hamming distance on \( S = \mathbb{B}^n \), meaning that if \( ar \) gives no constraint on some \( y^j \), then \( y^f_j = y^s_j \).

For example:

\[
\text{if } ar = \{x^{1}_v, x^{2}_v, y^{1}_v\}, (x^s, y^s) = ((1, 0, 0), (0, 0)) \text{ and } x^t = (0, 0, 1) \\
\text{then } ar \text{ is applicable on } ((x^s, y^s), x^t) \text{ and } ar((x^s, y^s), x^t) = y^t = (1, 0)
\]

### 3 AK discovery using positive and negative cases

An originality of this work is to build an \( AK \) discovery for CBR exploiting both *positive* and *negative* source cases. For a case \( c = (x, y) \in \mathbb{CB} \), the case \( c \) is said *positive*
if \( y = f(x) \) and negative if \( y \neq f(x) \). We denote \( \mathbb{C}^+ \) (resp. \( \mathbb{C}^- \)), the set of positive (resp. negative) cases of \( \mathbb{C} \), with \( \mathbb{C} = \mathbb{C}^+ \cup \mathbb{C}^- \).

Starting from the two sets of cases \( \mathbb{C}^+ \) and \( \mathbb{C}^- \), ordered pairs of cases \((c^1, c^2)\) are formed, with \( c^1 = (x^1, y^1) \in \mathbb{C}^+ \) and \( c^2 = (x^2, y^2) \in \mathbb{C} \) such that \( x^1 \neq x^2 \). Each such pair is encoded by a set \( V_{ij} \) of the variations from \( x^1 \) to \( x^2 \) and from \( y^1 \) to \( y^2 \), as presented above. When \( c^2 \in \mathbb{C}^+ \), the variations from \( c^1 \) to \( c^2 \) can be considered as a positive example of AR (i.e. the application of the AR will produce a correct answer). When \( c^2 \in \mathbb{C}^- \), the variations between \( c^1 \) and \( c^2 \) can be considered as a negative example of AR (i.e. the application of the AR produces an incorrect answer).

### 3.1 Exploiting positive examples

The AR learning process based on FCI extraction takes in input a set of \( V_{ij} \), which will be used to build the formal context. In this work and especially for the evaluation, we have used two approaches to build the formal context. The first one consists in using each \( V_{ij} \) as an object with only the primary variations as properties. This approach will be denoted by \( AK^+ \) in the following. The second approach consists in extending \( AK^+ \) by using also the more general variations that can be inferred from the primary ones as object properties. This is a classical AK approach for extracting more general adaptation rules (i.e. rules with a higher support) (see e.g. [6]). This second AK approach will be denoted by \( AK^{+I} \) in the following.

### 3.2 Exploiting negative examples

The objective of the \( AK^{+I} \) approach is the extraction of more general ARs. However, when an AR is too general, its application is likely to give an incorrect answer. This is for example the case when the general rule consisting in replacing a pie crust by a puff pastry is applied to a salted tart recipe. This observation motivates the exploitation of negative examples for filtering too general ARs.

Exploiting negative examples in a learning process requires a specific approach. Some machine learning approaches such as, for example the version space model introduced by Mitchell [13], considers a training set composed of positive and negative examples in order to learn a binary classification model. The idea of the version space model is to build a space of hypotheses (represented by a disjunction of logical sentences) such that a hypothesis covers all positive examples and no negative ones. More recently, Ganter and Kuznetsov established the link between the version space model and FCA [9, 12]. Our exploitation of negative examples in order to extract ARs is based on the same idea introduced in these related works: generating AR covering positive examples without covering negative ones. A first approach to address this issue consists in generating AR only on a formal context built on positive examples and then removing rules which cover at least one negative example. Let \( V^{-} \) be the set of variations of the negative example \( e^- \), an is removed if \( e^- \supseteq ar \). However, the complexity of this approach (in \( O(|AR| \times |\mathbb{C}^-|) \) leads us to consider another more efficient way to compute ARs consistent with negative examples. For this, we take advantage of the efficiency of the FCI extraction algorithms by adding to the formal context the negative
examples and by removing, before generating the ARs, the CI which extents contain at least one negative example. In the following, this approach exploiting both positive and negative examples will be denoted by $AK^+$ when no inferred variations are used and $AK^{+−}$ when they are.

4 Evaluation

The objective of the evaluation is to study, on various types of Boolean functions, how exploiting negative cases in addition to positive ones improves the results of the CBR system. Experimental results are presented and discussed.

4.1 Experiment setting

In the experiment, $P = B^8$ and $S = B$. Functions $f$ are randomly generated using the following generators that are based on the three main normal forms, with the purpose of having various types of functions:

- **CNF** $f$ is generated in a conjunctive normal form, i.e., $f(x)$ is a conjunction of $n_{\text{conj}}$ disjunctions of literals, for example $f(x) = (x_1 \lor \neg x_7) \land (\neg x_3 \lor x_7 \lor x_6) \land x_4$. The value of $n_{\text{conj}}$ is randomly chosen uniformly in \{3, 4, 5\}. Each disjunction is generated on the basis of two parameters, $p^+ > 0$ and $p^- > 0$, with $p^+ + p^- < 1$: each variable $x_i$ occurs in the disjunct in a positive (resp. negative) literal with a probability $p^+$ (resp., $p^-$). In the experiment, the values $p^+ = p^- = 0.1$ were chosen.

- **DNF** $f$ is generated in a disjunctive normal form, i.e., it has the same form as for CNF except that the connectors $\land$ and $\lor$ are exchanged. The parameters $n_{\text{disj}}, p^+$ and $p^-$ are set in the same way.

- **Po1** is the same as DNF, except that the disjunctions ($\lor$) are replaced with exclusive or’s ($\oplus$), thus giving a polynomial normal form. The only different parameter is $p^- = 0$ (only positive literals occur in the polynomial normal form).

The case base $CB = CB^+ \cup CB^-$ is generated randomly, with the values for their sizes: $|CB^+| \in \{16, 32, 48\}$, i.e., $|CB^+|$ is between $\frac{1}{16}$ and $\frac{3}{16}$ of $|P| = 2^8 = 256$, and $|CB^-| \in \{0, \frac{1}{2} |CB^+|, |CB^+| \}$. Each positive source case $(x, y)$ is generated as follows: $x$ is randomly chosen in $P$ with a uniform distribution and $y = f(x)$. Each negative source case $(x, y)$ is generated as follows: $x$ is randomly chosen as for positive source cases and $y = \neg f(x)$.

The FCI’s are computed with a support threshold of 8% of the number of the positive examples forming the formal context for the approaches using inferences on variations ($AK^+, AK^{+−}$), and 5% of the number of the positive examples for $AK^+$ and $AK^{+−}$. For example, for $|CB^+| = 32$ and $|CB^-| > 0$, the threshold is $32 \times 31 \times 5\% = 49.6$. These thresholds, set experimentally, are a good compromise to compute a large set of rules in each approach in a limited execution time.

Five adaptation approaches are tested: $AK^+, AK^{+−}, AK^+, AK^{+−}$ and $NN$, the classical nearest neighbor approach with the null adaptation for adaptation.
function. The retrieve and adaptation processes attempt to adapt, for $NN$, the 3 source cases which are the closest ones to the target problem according to $\text{dist}$ with a maximal distance of 2 on $\mathcal{P}$. For the three approaches based on AK, there is no threshold on the maximal distance: all source cases for which AR can be applied participate to solve the problem. A vote on the results computed from the retrieved cases is used to associate a unique element $\gamma \in \mathcal{S}$. Moreover, a vote is also used when using AR: 3 ARs with the higher supports are used to adapt each of the source cases and the most frequent result wins.

All the approaches are evaluated according to two measures: the precision $\text{prec}$ and the correct answer rate $\text{car}$. Let $n_{\text{TP}}$ be the number of target problems posed to the system, $n_{\text{A}}$ be the number of (correct or incorrect) answers ($n_{\text{TP}} - n_{\text{A}}$ is the number of target problems for which the system fails to propose a solution), and $n_{\text{CA}}$ be the number of correct answers (according to the generated function $\gamma$) and the predicted answer. So, the precision $\text{prec}$ is defined as the average of the ratios $\frac{n_{\text{A}}}{n_{\text{TP}}}$, and the correct answer rate $\text{car}$ is defined as the average of the ratios $\frac{n_{\text{CA}}}{n_{\text{A}}}$. The average of $\text{prec}$ and $\text{car}$ are computed on more than $10^5$ problem solvings for each function generator.

### 4.2 Results and discussion

Table 3 presents the precision and correct answer rate of the five approaches for the different function generators with various sizes of $\mathcal{CB}^+$ and $\mathcal{CB}^-$. The results show that exploiting negative cases improves the CBR system results using inferences or not (comparison of $AK^{-+}$ wrt. $AK^+$ and $AK^{+-}$ wrt. $AK^{+I}$).

<table>
<thead>
<tr>
<th>Function</th>
<th>$\text{prec}$ (%)</th>
<th>$\text{car}$ (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mathcal{CB}^+$</td>
<td>16 32 48</td>
<td>16 32 48</td>
</tr>
<tr>
<td>$\mathcal{CB}^-$</td>
<td>0 8 16</td>
<td>0 8 16</td>
</tr>
<tr>
<td>$\mathcal{CNF}$</td>
<td>$\mathcal{NN}$</td>
<td>85 85 85</td>
</tr>
<tr>
<td>$\mathcal{AK}$</td>
<td>$\mathcal{NN}$</td>
<td>84 84 84</td>
</tr>
<tr>
<td>$\mathcal{AK}^-$</td>
<td>$\mathcal{NN}$</td>
<td>84 84 84</td>
</tr>
<tr>
<td>$\mathcal{AK}^{+I}$</td>
<td>$\mathcal{NN}$</td>
<td>79 79 79</td>
</tr>
<tr>
<td>$\mathcal{AK}^{+-}$</td>
<td>$\mathcal{NN}$</td>
<td>79 79 79</td>
</tr>
<tr>
<td>$\mathcal{DNF}$</td>
<td>$\mathcal{NN}$</td>
<td>83 83 83</td>
</tr>
<tr>
<td>$\mathcal{AK}$</td>
<td>$\mathcal{NN}$</td>
<td>82 82 82</td>
</tr>
<tr>
<td>$\mathcal{AK}^-$</td>
<td>$\mathcal{NN}$</td>
<td>82 82 82</td>
</tr>
<tr>
<td>$\mathcal{AK}^{+I}$</td>
<td>$\mathcal{NN}$</td>
<td>72 71 71</td>
</tr>
<tr>
<td>$\mathcal{AK}^{+-}$</td>
<td>$\mathcal{NN}$</td>
<td>72 71 71</td>
</tr>
<tr>
<td>$\mathcal{POL}$</td>
<td>$\mathcal{NN}$</td>
<td>67 67 67</td>
</tr>
<tr>
<td>$\mathcal{AK}$</td>
<td>$\mathcal{NN}$</td>
<td>58 58 58</td>
</tr>
<tr>
<td>$\mathcal{AK}^-$</td>
<td>$\mathcal{NN}$</td>
<td>58 58 58</td>
</tr>
<tr>
<td>$\mathcal{AK}^{+I}$</td>
<td>$\mathcal{NN}$</td>
<td>42 42 42</td>
</tr>
<tr>
<td>$\mathcal{AK}^{+-}$</td>
<td>$\mathcal{NN}$</td>
<td>42 42 42</td>
</tr>
</tbody>
</table>

Table 3: $\text{prec}$ and $\text{car}$ of the five approaches for the three generators for different case base sizes.
For the \texttt{prec} measure, approaches based on AK built only on positive examples ($AK^+$, $AK^{+i}$) never gives better results than the \texttt{NN} baseline approach, mainly due to the extraction of too general rules. By contrast, when introducing in these approaches the exploitation of negative examples, the \texttt{prec} measure increases: around $+10\%$ for the best results of $AK^+$ for \texttt{CNF} and \texttt{DNF} functions and even around $+25\%$ for $AK^+$ for \texttt{PoI} functions. The results show also that from the precision point of view, $AK^{+\texttt{-I}}$ gives always better results than $AK^{++\texttt{-I}}$.

For the \texttt{car} measure, approaches based on AK built only on positive examples ($AK^+$, $AK^{+i}$) give again results under those of the \texttt{NN} approach. When exploiting negative examples, the \texttt{car} increases. An important point is that these \texttt{car} scores have to be considered in regards to the \texttt{prec} score because increasing the precision usually has a negative impact on the \texttt{car} measure (i.e. the system answers better but less times). That is why the results of the approaches based on negative examples must be highlighted because, except for the \texttt{PoI} functions, the increasing of the precision takes place without decreasing the \texttt{car}. The \texttt{car} measure also shows the interest of the $AK^{++\texttt{-I}}$ approach in the case of \texttt{PoI} functions. $AK^{++\texttt{-I}}$ is less precise than $AK^{+\texttt{-I}}$ but is able to provide, most of the times, better answers than the \texttt{NN} approach and with a better \texttt{car} than the $AK^{+\texttt{-I}}$. Examination of the detailed results shows that the $AK^{++\texttt{-I}}$ \texttt{car} under the \texttt{NN} \texttt{car} is due to an insufficient number of ARS because of the support thresholds that have been chosen for the experiments. It is reasonable to think that the same kinds of results can be obtained for \texttt{PoI} functions than for the \texttt{CNF} and \texttt{DNF} functions by decreasing the support thresholds for building more ARs.

5 Conclusion

Most of works addressing AK discovery for CBR focuses on the exploitation of positive source cases. In this paper, we have presented an approach based on CI extraction on variations between cases, to exploit at the best all the existing cases of the case base, the positive ones but also the negative ones, in order to improve the AK discovery (which involves that the retain step of CBR does not choose only the positive cases, but labels the cases as “positive” and “negative”).

The results of the first experiments are encouraging: they show that exploiting negative cases, when available, allows to compute an AK of better quality which use improves the results of the CBR system. This study is only a first step in the negative case exploitation issue for AK discovery. Indeed, the experiments are based on many factors that must be studied in details in order to optimize the process, e.g. the impact of the number of cases used to solve a target problem when using AK (in this study, all cases of the case base participates), or the impact of the AR support in the results.

Another ongoing work relies on the combination of these approaches to get even better results. For example, it is reasonable to think that building this combination based on a preference relation on the approaches will increase the final CBR system results. So, if the preferred method provides a solution, this is the solution returned by the combination function, else the second preferred method is tried, and so on. This makes sense since a method may provide results unfrequently but with high plausibility and should be tried before a method providing frequent results with lower plausibility. The
score seems to be, in this case, a good candidate to establish the preference order: \( AK^{++} \) preferred to \( AK^{+-} \), preferred to \( NN \).
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Abstract: This paper introduces an evolutionary algorithm (EA) to solve a variation of the Stable Roommates Problem where we use ideas from Case Based Reasoning (CBR) to evaluate roommate compatibility between a pair of students. The variation requires that roommates be paired based on a set of quantifiable survey questions and answers, as opposed to based on a list of desired roommates. It can be generalized and used to create near-optimal pairings based on any set of objects with quantifiable attributes where the attributes of two objects should show as little difference as possible, or equivalently where the attributes of two objects should be of maximum similarity.

More formally, the input to the problem are a set \( V \) of \( n \) objects (students to be paired up as roommates), where \( n \) is a positive even integer, and a set of attribute values for each object (e.g., whether smoking or not, the type of pet one owns, allergies, typical bedtime, level of tidiness, etc...). The desired output of the problem is a partition of \( V \) into \( n/2 \) subsets \( V_i \), each of size 2 (called the “pairing”), such that the sum of the distances of the paired objects is minimal. If the sets of attribute values are consolidated into a \( n \times n \) distance or cost matrix \( c_{ij} \), then this problem is known in the literature as the non-bipartite weighted matching problem [3, p.255].

Preliminary results on real data from the incoming Eckerd College class of 2022 show that the evolutionary algorithm successfully found pairings for 500 students faster than pairing found by conventional methods which involved manual assignment with support of spreadsheet software.
Keywords: evolutionary computing, evolutionary algorithm, stable roommates problem, non-bipartite weighted matching problem, case-based reasoning

1. Introduction

1.1. Background

Every year, Eckerd College has over 500 new students join the school, most of which choose to live on campus. In order to make sure students have the best college experience they should live with a roommate they can get along with. As such, the housing department sends a survey to incoming students with about a dozen questions pertaining to personal things such as when they prefer to go to bed and wake up, if they listen to music out loud, do they smoke, do they want to have a lot of people in their room, and more. Currently, the housing department takes these results in an excel sheet and manually pairs them up. The Stable Roommates Problem [2], is very similar to the problem described above. However, while the stable roommates problem asks each person to give a list of preferred roommates, our problem is that each person answers a survey about their preference. On the surface, these problems may seem similar but in our problem the students do not know each other and so they must be matched solely based on their preferences. Our goal was to create an algorithm that could take a list of n students with M quantified answers to questions and output a list where every student is paired with a roommate. The focus was on making sure that on average, roommates had good compatibility, as opposed to ensuring that each pair had some minimum compatibility.

The search space of this problem grows very rapidly with \( n \), the number of students to be matched. Assuming that \( n \) is a positive even integer, we count \( (n-1)*(n-3)*...*5*3*1 \) different complete matchings, so the size of the search space is \( \prod_{i=1}^{n/2} (2i-1) = \frac{n!}{2^{n/2} (n/2)!} \). We will use an evolutionary algorithm to explore and exploit this huge search space. There are two main reasons why we prefer to use an evolutionary algorithm compared to a customized version of a traditional algorithm for the non-bipartite weighted matching problem as described e.g. in [3, p.255]. First, the evolutionary algorithm offers more flexibility in terms of obtaining non-optimal solutions that might be preferable for practical reasons: sometimes a second-best, or third-best solution that is only slightly worse turns out to be better in practice because of unexpected minor constraints not considered by the model. Second, the evolutionary algorithm is easier to understand and implement than the traditional algorithm. The benefits of using evolutionary computation in software development projects are, among others, higher chance of successfully completing the project (i.e., smaller risk of failure), shortened development time, and robustness which still produces good results in the presence of minor bugs or defects [4].

Goal: The college wants students to be comfortable with their roommates.

Problem: The current process of pairing up incoming students is done by hand, which is time-consuming, error-prone, and because of the large size of the search space, only a tiny portion of it can be explored. Making an error of pairing up extremely incompatible roommates can impact the retention rate of first year students.
**Solution:** Create an evolutionary algorithm to generate a near optimal solution in a short amount of time. This will free up an estimated 40-60 hours of labor within the housing department and ensure a strong improvement in compatibility compared to years past.

2. **Evolutionary Approach(es) to solve the problem.**

2.1. **Standard Genetic Algorithm**

We have modified a standard GA in several ways to formulate our solution. The standard pseudocode of a GA is as follows:

1. Generate initial population from a predetermined domain.
2. Calculate Fitness.
3. Select chromosomes based on a selection mechanism like tournament selection.
4. With probability $P(C)$ two parent chromosomes are crossed over at a random crossover point (one-point crossover). Create two offspring from parents.
5. Mutate with a chance $P(m)$ by changing an allele in the chromosome.
6. Replace old population with offspring. Most fit individual from old population automatically gets passed onto next generation (elitism).

3. **Implementation**

With our current implementation, we already obtained good results without the use of a crossover operator. In future work we will experiment with variations of an edge crossover operator or an order crossover operator \cite[pp.72-73]{6} that ensures that relative order is preserved and that individual roommate pairs (i.e., certain edges) are preserved rather than split. The rest of the implementation uses mostly components of the standard GA.

3.1 **Problem Representation:** Fixed-size array of roommates

3.2 **Mutation Operator:** When a mutation occurs, two random students (array elements) are swapped.

3.3 **Individual:** An individual $x$ is made up of the entire set of roommate pairs, represented as an array of indexes as roommates. For example, $x=[2,3,5,1,4,6]$ represents the pairing \{\{2,3\},\{1,5\},\{4,6\}\}.

3.4 **Selection Method:** Elitism Selection. Individuals are ranked and sorted by average compatibility score. The highest ranking individuals are placed in the elitist pool, with the size of the pool varying based on parameters given in the main method. In the results section, we experiment with different sizes of the parent selection pool.

3.5 **Fitness Function:** The fitness of an individual $x$ is calculated by averaging the compatibility score of each roommate pair in the set. The compatibility score of a pair is calculated based off each student’s answers to the personal preference survey used by the housing department.

For all weighting purposes (weights of questions, and weights of answers to questions) we relied on the expertise of the housing staff and our personal experience as resident advisors to predict...
what might make good matches. Our core assumption is that people would rather live with someone who is similar to them than someone who is very different from them.

So in mathematical terms the fitness function reads:

$$f(x) = \frac{1}{(\frac{n}{2})} \sum_{j=1}^{\frac{n}{2}} \left( \sum_{j=1}^{\mid Q \mid} w_j c_j(x_{2j-1}, x_{2j}) \right),$$

Where the following variables are used:

- $x$: an individual of the population
- $n$: total number of students (even)
- $\mid Q \mid$: number of questions in the personal preference survey
- $w_j$: weight of question $j$

and the compatibility subscore between two students $s$ and $t$ for question $j$ is defined as

$$c_j(s, t) = 1 - |V_{j,a(s)} - V_{j,a(t)}|$$

where

$V_{j,a(s)}$ is the value of student $s$’s response $a(s)$ for question $j$. 

Example Question:

Sample Question: “How clean do you keep your room?”
Answers: Cluttered (0), Mostly Messy (30), Generally Neat and Tidy (100)

Student 1: Cluttered (0) Student 2: Mostly Messy (30)
Abs(00-30) = 30
100 - 30 = 70
.7 or 70% compatibility

Currently, each question is weighted equally (i.e., if there are \(|Q|\) questions, each question carries a weight of \(1/|Q|\)), however, allowing different weights is an option we are exploring for future research. Within each question we use different “weights” (i.e., values \(V_{j,a(s)}\)) for student’s answers.

Initially, we assigned answers a numeric value between 1-5 to calculate the difference of each student’s answers. We were unable to assign questions different weights which lead to imbalances. For example, the compatibility of a regular smoker vs someone who hates smoking was impacting the compatibility score of the pair just as much as if someone prefers to wake up before 10AM on weekends vs someone who prefers to wake up after 10AM on weekends.

Eventually, we moved to a scale of 0-100 to allow for more flexibility in number of answers and answer weights. We used our own discretion assigning the weights of answers, as some answers to questions were much more polarizing than others.

Appendix 1 includes the specific weights we assigned to each specific question. If we felt a question/answer combination did not have an intuitive relationship to compatibility, we set the weight at 50 so it did not interfere with the compatibility scores.

4. Experimental results and discussion

For our results, we ran our SGA using the data set from 2016 of incoming students provided by the Director of Housing at Eckerd College.

For each metric, we ran the evolutionary algorithm 20 times, and took the average fitness score at each generation.

Figure 4.1 shows that our evolutionary algorithm reaches a high level of fitness in just a few hundred generations. The mutation probability \(P(m)\) was set to .0025. We ran the algorithm for 500 generations 20 times. For each generation, 1-500, we took the best fitness from each run and averaged them. The initial fitness score, in generation one, was .74. By generation 500, the average population fitness for population size 30 was .97, for population size 10 it was .936.

Further tests with more generations may be run in the future to evaluate the maximum compatibility of the sample roommates, however, the marginal fitness score of each generation decreases significantly after a few hundred generations. Although we currently do not have access to the roommate pairings that were matched by hand by the housing department, we recognize
that there is a significant improvement in compatibility from the initial population average to the final population average.

![Graph showing how population size impacts the fitness over generations.](image)

**Figure 4.1** Graph showing how population size impacts the fitness over generations.

5. Conclusion and Future Research

From the observations discussed in section 4 we found that our model of pairing roommates is superior to the manual matching process. Through our algorithm, we found a set of roommate pairings with a very high level of average compatibility. Another interesting point for further studies will be to identify a suitable crossover operator to make the evolutionary algorithm more efficient. Further research could be in the area of setting minimum constraints and how different questions could be weighted. In particular, we envision to let our system use as input the data stored in the database of historical information, compute solutions, and derive improved weights for questions, and improved weights for answer options. Then we could store established cases with a granularity of the dormitory level in our database, so that e.g. a wellness dorm would utilize a different set of weights than say a pet-friendly dorm. Continued knowledge acquisition would simply mean to gather and store cases [5, p.308] and lead to continued improvements of pairings of students over time that also takes into account the physical dorm space available. In order to use CBR more directly in the future we envision to add to our database additional satisfaction measures; e.g., (i) number of students that have requested a reassignment (“divorce”) from their current roommate, (ii) satisfaction level as measured by a survey of the housing students, (iii) satisfaction level as measured by a survey of the housing administration (residential
advisors and other staff). The hope is to discover and use cases like “student athlete and early riser are compatible in wellness dorm” or even rules of the sort like “smokers and nonsmokers are never satisfied when living together (and thus should not be roommates.)” In other words we retain information about both success (compatible matches from the past) and failure (incompatible matches from the past) of previous solutions. Then we can (1) Retrieve an appropriate case, (2) Reuse it (modification might be needed, e.g., replace ‘student athlete’ feature with ‘wellness-conscious’ if we face the situation of a newly built wellness dorm), (3) Revise it after the application (e.g., the student-athlete case to the wellness-conscious student), and (4) Retain the solution along with its compatibility score by saving it into the database.
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Appendix 1

This appendix includes all of the sample questions asked in the survey, the possible answers, and the weights we assigned to those answers.

<table>
<thead>
<tr>
<th>Question</th>
<th>Answers</th>
</tr>
</thead>
<tbody>
<tr>
<td>Do you smoke?</td>
<td>Absolutely not: 0</td>
</tr>
<tr>
<td></td>
<td>Occasionally or socially: 70</td>
</tr>
<tr>
<td></td>
<td>All the time: 100</td>
</tr>
<tr>
<td>Do you object to a roommate who smokes?</td>
<td>Yes: 0</td>
</tr>
<tr>
<td></td>
<td>No: 100</td>
</tr>
<tr>
<td>Please describe your room:</td>
<td>Cluttered: 0</td>
</tr>
<tr>
<td></td>
<td>Mostly Messy: 30</td>
</tr>
<tr>
<td></td>
<td>Generally neat and tidy: 100</td>
</tr>
<tr>
<td>You’re leaving for Eckerd tomorrow, you…</td>
<td>Haven’t even started packing: 0</td>
</tr>
<tr>
<td></td>
<td>Still have a few last minute things to pack: 40</td>
</tr>
<tr>
<td></td>
<td>Had bags packed for weeks: 100</td>
</tr>
<tr>
<td>When do you usually go to bed?</td>
<td>Before 10pm: 0</td>
</tr>
<tr>
<td></td>
<td>10pm to Midnight: 40</td>
</tr>
<tr>
<td></td>
<td>After Midnight: 100</td>
</tr>
<tr>
<td>On a typical weekend, when do you usually wake up?</td>
<td>Before 10am: 0</td>
</tr>
<tr>
<td></td>
<td>In between: 30</td>
</tr>
<tr>
<td></td>
<td>After 11: 100</td>
</tr>
<tr>
<td>How often do you like to have friends in your room?</td>
<td>Never: 0</td>
</tr>
<tr>
<td></td>
<td>Seldom: 20</td>
</tr>
<tr>
<td></td>
<td>Occasionally: 70</td>
</tr>
<tr>
<td></td>
<td>Frequently: 100</td>
</tr>
<tr>
<td>In your free time, what are you most likely doing?</td>
<td>Binge-watching Netflix: 50</td>
</tr>
<tr>
<td></td>
<td>On some sort of outdoor adventure: 50</td>
</tr>
<tr>
<td></td>
<td>Online gaming: 50</td>
</tr>
<tr>
<td></td>
<td>Putting together a kickball game: 50</td>
</tr>
<tr>
<td></td>
<td>Reading or studying in a quiet spot: 50</td>
</tr>
<tr>
<td></td>
<td>Relaxing with friends: 50</td>
</tr>
<tr>
<td>Do you study best: (assigning them all at 50)</td>
<td>During the day: 50</td>
</tr>
<tr>
<td></td>
<td>In quiet: 50</td>
</tr>
<tr>
<td>Time</td>
<td>Value</td>
</tr>
<tr>
<td>-----------------</td>
<td>-------</td>
</tr>
<tr>
<td>In the evening</td>
<td>50</td>
</tr>
<tr>
<td>With music</td>
<td>50</td>
</tr>
<tr>
<td>After midnight</td>
<td>50</td>
</tr>
</tbody>
</table>
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Abstract. While machine learning usually focuses on learning one single concept from a batch of instances, the development of new media for data acquisition has led to the emergence of data streams. In such streams, the data distribution can change over time, and in particular previous states can reoccur. Handling such re-occurrences requires to manage a memory of past states. In this paper, we show that a parallel can be drawn between this task and the framework of case-based reasoning. Based on this parallel, we propose a general methodology and apply it to the problem of online topic modeling.
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1 Introduction

The recent emergence of new sources of data related to the Internet of Things, online platforms or social media, among others, has led to a change in the way data is acquired in machine learning. Traditionally, all learning data is available in a batch and points are supposed to be drawn independently from a single distribution. In these new environments, data arrive in the form of streams that have to be handled online at high rates. One of the challenges raised by data stream mining, among others, concerns concept drift, i.e., change in the distributions [28].

Depending on the problem, several types of drifts can be observed [13]. Abrupt drifts correspond to a sudden change of distributions, switching from one distribution to another. On the contrary, incremental drifts correspond to slight evolutions of the distribution at each time step. Reoccurring drifts are particularly frequent and model the reoccurrence of past states (either cyclic or episodic). In general, algorithmic methods for data stream mining are biased toward one class of drifts and behave poorly on other categories. Active methods, such as ADWIN [2], focus on detecting drifts and adapt their models only when a drift is detected; thus, they are more adapted to abrupt drifts. On the contrary, passive methods adapt their model at each step, no matter if a drift actually happened.

* Both authors contributed equally.
or not; these methods are particularly efficient for incremental drifts. Dealing with reoccurring drifts requires a bit more adaptation and especially the use of a memory to evaluate the relatedness of the current observation with the past.

Such a use of memory is highly similar to the problems encountered in the domain of Case-based Reasoning (CBR). In particular, the four steps of CBR are observed in memory management for stream mining. Retrieval is implied in the process of detecting similar states in the past (did the drift lead to a previously encountered distribution?); Reuse brings a solution to the current case based on the retrieved cases; Revision exploits information of the new case to adapt current cases; Retention evaluates if the new case has to be kept in memory [6].

Exploiting this analogy, we propose to discuss in this paper the correlations between memory-based systems for data stream mining and CBR. We illustrate our reflection with the application of online topic modeling, which consists in evaluating topics of texts in streams [23].

The remainder of this paper is organized as follows. In Section 2, we present a general introduction to online learning as well as a couple of works that already exploit the similarity of online learning and CBR. In Section 3, we present our idea and discuss how each step of CBR can be adapted as a step in online learning. In Section 4, we propose the application of online topic modeling and illustrate our idea with some examples. Finally, we conclude our paper in Section 5 with a discussion of the potential implications and perspectives.

2 Related Work

Online learning and memory. Unlike batch learning, data stream mining requires to use a dynamic memory to store and forget data or concepts. [13] makes the distinction between short term memory, which is filled with current data, and long term memory which stores generalization of data, hence models.

Short term memory captures the current state of the stream at the time of the observation. A first family of methods stores the most recent data in a window, the length of which can be either fixed [28] or variable [12], [21]. Such methods are by nature inefficient for reoccurring concept drifts, since they are motivated by the assumption that most recent data are the best representations of current state. Other solutions are employed to overcome the main drawbacks of windowing strategies. Instance weighting strategies, for instance, keep all data in memory but the examples are weighted depending on their age in the stream [20].

Management of long term memory is the main concern of ensemble approaches. Online ensemble methods are based on the use of a pool of models that can be used and combined in order to describe current observations. Three strategies can be employed: training the models in advance and combining them dynamically [27], [28], continuously updating the models [10], or adding/removing (activating/desactivating) models [26].

Recurring concept drifts. The question of reoccurring drifts is essential in applications where seasonal effects can be observed or where the environment
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can oscillate between several states. Various algorithms have been designed to
tackle this issue.

The first method that was explicitly designed for reoccurring drifts (working
with categorical attributes) is FLORA3 [28], an evolution of the original window-
based FLORA method. When a drift is detected, FLORA3 inspects a pool of
saved models instead of relearning a brand new model from scratch. The reuse
procedure can be decomposed into three steps: Finding the optimal model (i.e.,
the model which makes the best predictions on the current data), update the
chosen model (in order to make it consistent with current state), and comparing
the updated version of the model to its memorized version. As an alternative
to FLORA3, SPICE-2 [15] offers another adaptation to recurring concept drifts
on categorical features. The algorithm considers batches of data on which the
concept is supposed to be stable. These batches are then clustered together,
based on a notion of context similarity. In [29], the past history is modeled by
a Markov chain and the future state is predicted according to the computed
transition matrix.

Ensemble approaches are ideal for recurring drifts. For instance, Ensemble
Building (EB) [24] aims to combine multiple classifiers with weights depending
on their scores. If none of the known classifiers have good prediction rate on the
currently observed chunk, a new classifier is trained and added to the pool. In
a slightly different way, [11] chooses current models from a pool of previously
learned model. The models are stored in memory, as well as their associated
referee. In [17], the traces of past relevant concepts are stored in the pool of base-
learners. These base-learners are learned each time that no existing classifier is a
good predictor on the current window of examples. A diversity criterion on the
pool of base-learners guarantees that the pool is both diverse and not cluttered.

The approach of [18] is very similar but exploits an idea that is close to CBR:
Batch examples are selected by the algorithm and transformed to conceptual vec-
tors. These vectors are then clustered together and a new classifier is learned for
each cluster. Finally, the more generic algorithm Learn++NSE [9] is also per-
factly tuned for recurring drifts: The algorithm is based on a passive incremental
approach and proposes a weighted majority vote on a pool of classifiers.

**CBR and online learning.** Interestingly enough, the similarities between the
main questions of CBR and online learning have not been exploited much. Apart
from the ensemble techniques mentioned above which are implicitly related to
CBR (in particular [18]), some methods use CBR in an explicit way. In [25], all
new observations are directly stored in memory but, depending on their rele-
vance to the context, they can be deactivated or reactivated. It is shown that
this strategy improves the robustness of lazy learning algorithms to concept drift.
CBR is used in the context of spam classification with concept drift [8]: The case
base is filled with a vector representation of emails and managed using a Case
Base Editing strategy [7] which removes both noisy and redundant cases. This
case base editing strategy is also used by [22]. The problem of instance-based
learning has also been expressed in the context of data streams [1]: The proposed
method updates the case base at each detection of a drift, implying the removal of a large number of cases.

3 Drift Adaptation seen as a CBR Problem

In this section, we present an interpretation of online learning in terms of case-based reasoning. The presented notions are given at an abstract level: an applied example is proposed in the next section.

3.1 General Process

In a context of stream mining, it is not possible to have a full CBR process at each step. The methodology we propose allies the performance qualities of active methods for stream mining and the use of memory, which is typical of CBR.

The data stream is analyzed by a drift detection algorithm (for instance ADWIN [2]) on the base of a score. The purpose of this algorithm is to detect when the data distribution changed and when an adaptation is needed. Since a drift is necessarily detected with some delay, a drift detection comes with a batch of instances \( D \) generated by the new distribution. The score is computed based on a representation model of the data. It can correspond to the error rate of the model or to its likelihood for instance. In the following, we will denote by \( \text{score}(D, M) \) the score of data \( D \) relative to the model \( M \).

Instead of relearning the model from the batch selected by ADWIN, we propose to select the model from a case base and to adapt it in order to fit the new data. This use of case base is ideal for dealing with recurring concept drifts, as suggested by the state of the art.

3.2 Case Representation

One of the central questions of CBR concerns the management of the case base and the representation of cases. In the context of online learning, we propose the following storage process. A case corresponds to a data point, after or before any transformation process. As suggested by [18], the points are then grouped into clusters corresponding to concepts. Each of the clusters is associated to a unique decision model which can be either discriminative (e.g., a classifier in supervised setting) or generative (e.g., a probability distribution in unsupervised setting).

In a perspective of reusing previously solved cases to address new questions, this representation consists of a factorized representation of problems: the solution (here the decision model) is shared by several cases.

3.3 Case Retrieval

When a drift is detected, the first question is how to associate the batch of points to a corresponding group of cases. Using the representation we proposed,
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the relatedness of a batch to any case inside a cluster can be measured by its relatedness to its associated model. As a good candidate for this measure, we propose to use the score function.

The optimal cluster of cases is chosen to be the cluster such that the associated model maximizes $\text{score}(D, M)$. Note that, especially for the first drifts, none of the learned models might describe well the observed data. In order to discard incorrect models, a threshold can be given for the score, under which no cases are selected. In the scope of this paper, we will ignore this problem.

3.4 Case Reuse

The retrieved cases do not necessarily correspond exactly to the current distribution of data. In order to cope with this problem, the decision model in use is retrained on a specific batch of data. This batch contains the points in the case cluster and the points in batch $D$. This reused model thus incorporates both knowledge from the past and from current data. The model is taken as the reference model for the next observations, until a new drift is detected.

3.5 Case Revision

In the time interval between two drifts, we propose a case revision based on two aspects. On the one hand, the description model is updated online for each new observation, using a stochastic optimization scheme [5]. On the other hand, the most relevant data instances are kept in a short-term memory, in order to feed the case in the retainment phase. The relevance of an instance is evaluated with the score function, for the current model. These two actions are complementary: the model update is important in order to keep the decision model up-to-date, while the data selection contributes to an optimal case design.

3.6 Case Retainment

When a drift is detected, the model has to be saved in the case base. Two possibilities appear: either to re-write the selected case or to create a new case. This decision is motivated by the impact of creating a new model onto the global case base. If $(M^{\text{old}}, D^{\text{old}})$ designates the previous model and the cases associated to it, and $(M^{\text{new}}, D^{\text{new}})$ designates the current model and the data stored in short-term memory, one possibility to discriminate the two options is to compare $\text{score}(D^{\text{old}}, M^{\text{new}})$ and $\text{score}(D^{\text{old}}, M^{\text{old}})$. If the first score is higher, the new model is better at describing data from previous case model and thus the model has to be overridden. Otherwise, the previous model was satisfactory and the new model is relevant only for the new cases. Thus a new model has to be created and is associated to the instances in short-term memory.

In the case where the previous model is overridden, the cases stored in short-term memory are added to the case cluster of the model. In simple applications, where the number of cases per cluster is limited, only the cases with higher score are kept.
4 Application: Online Topic Modeling with AWILDA

In this section, we propose an application of the described methodology in the case of online topic modeling.

4.1 Presentation of the Problem

Topic modeling is a machine learning technique that processes documents as bag-of-words and represents them as vectors of topics. One of the most prominent methods used for topic modeling is Latent Dirichlet Allocation (LDA) [4], where documents are modeled as mixtures over latent topics, and each topic is characterized by a distribution over words.

Taking into account the order in which documents are generated is important since it allows one to track the evolution of topics over time. Variants of LDA have been proposed to incorporate temporal dynamics into the topic model [3]. However, these variants are not able to handle streams of documents arriving in real-time: They require the whole documents to be accessible in order to infer the corresponding model.

AWILDA [23] is designed to process documents arriving in a stream, one by one, and combines online LDA [16] and ADaptive Windowing (ADWIN) [2], a technique for drift detection. The main idea is that a change in the distribution generating the documents will result in a drift in the likelihood of the LDA model currently used. This change is detected in AWILDA using an ADWIN component that processes the series of likelihoods and detects when the LDA model is no longer adapted to the recently received documents. When this is the case, ADWIN returns the sub-window of documents corresponding to the new distribution. These documents are used to retrain the new topic model. Further details about AWILDA can be found in [23].

To the best of our knowledge, there is no previous work handling reoccurring drifts that are present in topic modeling. Such scenarios could easily occur in the news domain for example, where we observe unexpected events related to specific topics that recurrently appear over time and affect the distribution of words and topics in documents. In the following, we present the variant of AWILDA that is able to adapt to reoccurring drifts and that we explore in this work, followed by experiments demonstrating our approach.

4.2 AWILDA with Reoccurring Drifts

Textual content written by individuals and shared online on several platforms (e.g., tweets, news, reviews) is usually affected by their specific context that is in turn influenced by real-life events. It is essential to account for changes happening in the distribution of topics and words in order to improve document modeling. While AWILDA retrains a model at each detected drift, it cannot leverage previous learned information about a concept when it reappears due to its possible recurrence. We propose to store learned models that are no longer adapted to the current context and reuse them later when they are valid again.
Online Learning with Reoccurring Drifts

In terms of the methodology described in Section 3, this problem can be described as follows. Each point corresponds to a document (described as a bag-of-words) and documents arrive sequentially as a stream. The task we address here is a modeling task: The purpose is to identify a good model that fits the data in real time. As a consequence, the model used to select the cases to cluster corresponds to the LDA model itself. The score function that we use is the log-likelihood, which measures the probability of observed documents to be generated by the model.

4.3 Experimental Results

In this subsection, we present the experiments we conducted on two datasets from different domains in order to demonstrate our approach.

Datasets. The first dataset gathers hotel reviews posted on TripAdvisor [14] and is denoted by trip. The dataset comprises approximately 200k reviews published from October 2001 to November 2009 and related to hotels located in ten different cities. We expect to observe a recurrence of concepts in this type of dataset due to the seasonality effect that influences the behavior of tourists and the hotel aspects they attach importance to. The second dataset contains a collection of 9k news articles published in German on several news portals, during the month of February 2016 (plista dataset [19]) and is denoted by news. Documents from both datasets have been preprocessed by mainly removing stop words, removing words occurring once, and stemming remaining words.

Evaluation. The main goal in topic modeling is to maximize the likelihood on unseen documents. In order to evaluate the topic model, we measure, for each received document, the perplexity which is defined in [4]. Perplexity measures the capacity of the model to generalize to new data. A lower value of perplexity indicates a better generalization capacity.

Methods. We compare our approach, denoted by CB-AWILDA, to AWILDA [23] that is able to analyze documents arriving in a stream. AWILDA is better suited to handle abrupt drifts: The model is retrained for each detected drift using the documents corresponding to the new distribution. AWILDA and CB-AWILDA are considered to be receiving a stream of document in real-time and to process documents sequentially. We use the first 20% of the document stream to initialize the models and we measure perplexity for all the documents received afterwards. We report the results obtained by fixing the number of topics to 5, and the minimum number of cases to 2.

Results. Figure 1 shows the perplexity measured on the document streams of trip and news for AWILDA and CB-AWILDA. The performance of both methods at the beginning of the process is relatively similar. This is expected since the learning process is the same before any drift is detected. As more documents are received, CB-AWILDA outperforms AWILDA for the task of document modeling. For each detected drift, AWILDA is retrained using the documents related to the new distribution. This is thus pushing the model to forget previously learned information that may be valid in the future. On the
Fig. 1. Evaluation of AWILDA and CB-AWILDA for the task of document stream modeling on the *trip* (first figure) and the *news* (second figure) datasets.
other hand, CB-AWILDA leverages previously seen documents that correspond to the current distribution and uses them in the learning process. CB-AWILDA is therefore more adapted to the documents that are currently being received, which results in a better performance in terms of perplexity.

5 Conclusion

In this paper, we address the problem of online learning with reoccurring drifts and we formulate its solution in the context of the case-based reasoning framework. Observations are represented as cases and are grouped into clusters corresponding to concepts and associated to an adapted model. When a drift is detected, we retrieve the case related to the concept that is currently being observed. Retrieved cases are used to update the decision model and can be updated or overridden if necessary. We propose an application of our approach for online topic modeling. We show that taking into account reoccurring drifts improve the task of document modeling.

Future work includes the application of the proposed solution to other tasks. In particular, online recommender systems could benefit from such an approach in order to adapt to reoccurring drifts appearing on the user and item level due to seasonal and unexpected events.
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Abstract. This paper presents a first study to infer pathology-gene relations using analogy. The meaning of this relation between a pathology \( P \) and a gene \( G \) is “A mutation of \( G \) in a person can cause the appearance of pathology \( P \) for this person.” In this work, a pathology is represented by a set of classes from HPO, the Human Phenotype Ontology, whereas a gene is represented similarly, but using GO, the Gene Ontology. Some \((P, G)\) instances of the pathology-gene relations are known and the idea is to use analogical reasoning to infer new relations. The schema of the inference is as follows: if a target pathology \( P \) is in analogy with three other pathologies \( P_A, P_B \) and \( P_C \) for which associated genes \( G_A, G_B \) and \( G_C \) are known, then it is plausible that the gene \( G \), to be associated with \( P \), is in analogy with \( G_A, G_B, G_C \). This idea has proven to be fruitful in other domains, such as machine translation.

The preliminary question explored in this paper is the following: given four pathologies \( P_A, P_B, P_C \) and \( P_D \) in analogy and for which the associated genes \( G_A, G_B, G_C \) and \( G_D \) are known, are these genes in analogy, or, at least, in approximate analogy?

Results of a large scale analysis (4,000 \((P, G)\) pairs) reveal that the quadruples of genes associated with quadruples of pathologies in analogy do not display statistically different analogical dissimilarity values than randomly selected quadruples of genes. Nevertheless very low analogical dissimilarity values are found in a small subset of gene quadruples that are specifically associated with pathologies in analogy. Analysis of these quadruples may allow us to learn more sophisticated analogical relations on genes in order to improve the recovery of pathology-gene pairs using analogy.

Keywords: analogy, gene-pathology relation, ontology, annotation

1 Introduction

Transposing proportional analogies from a domain to another one is a general principle in problem solving. It has been applied to several problems in natural language processing, like grapheme-phoneme transcription (i.e., pronunciation) [7], morphological analysis [3], syntactic analysis [1] or machine translation [4]. A proportional analogy is
a quaternary relation between four objects $A, B, C$ and $D$ denoted by $A : B :: C : D$. It is read: “$A$ is to $B$ as $C$ is to $D$”. As for the special case of translation, the approach is based on a set of cases, a case being an ordered pair $(S, S')$ where $S$ is a sentence in a first language and $S'$ is a translation of $S$ in a second language. The principle consists in, given a sentence $D$ in the first language, (1) finding three cases $(A, A')$, $(B, B')$, $(C, C')$ verifying $A : B :: C : D$ in the first language and (2) solving the analogical equation $A' : B' :: C' : x$ in the second language. The following example illustrates this idea, for translation from French into English:

$$(A, A') = (Tu évites de danser le tango ?, Do you avoid dancing tango?)$$

$$(B, B') = (J' évite de manger du melon., I avoid eating melon.)$$

$$(C, C') = (Tu aimes danser le tango ?, Do you like dancing tango?)$$

$D = J'aime manger du melon.$ (target problem)

As the relation $A : B :: C : D$ holds, the three cases are returned and it is inferred that a candidate translation $D'$ of $D$ is a solution of the analogical equation $A' : B' :: C' : x$. In this example, the solution $x = I like eating melon.$ is a correct translation $D'$ of $D$. In [5], this approach has been reformulated in case-based reasoning terms and some extensions are proposed.

Now, the question is whether this approach can apply to different data than language data. This paper examines this issue in the context of pathology-gene pairs $(P, G)$: roughly said, such a case means that the gene $G$ plays an important role in the pathology $P$. Thus the idea is to use proportional analogies to mine a pathology-gene base $B$, in order to find hypotheses of new pairs $(P, G)$, according to the following inference rule:

$$P_A : P_B :: P_C : P_D \text{ in the pathology space}$$

$$(P_A, G_A), (P_B, G_B), (P_C, G_C) \in B$$

$x$ is a solution of $G_A : G_B :: G_C : x$ in the gene space

It is plausible that $(P_D, x)$ is a relevant pathology-gene pair (1)

To address this issue, some notions related to proportional analogy are necessary: they are introduced in Section 2. It is also necessary to have some biological notions about pathologies and genes, in particular about their representations: the goal of Section 3 is to introduce these notions. Based on all these notions, the first approach to examine this inference in this application domain is detailed in Section 4 and the implementation principles are presented in Section 5. Section 6 presents the first results and interpretations. Finally, Section 7 concludes and proposes several research directions.

## 2 Proportional Analogy : Definitions

**Basic Definitions.** Let $U$ be a set. A proportional analogy on $U$ is a quaternary relation on members of $U$ that is usually denoted as $A : B :: C : D$. It is read: “$A$ is to $B$ as $C$ is to $D$”. In this expression, $A : B$ and $C : D$ are called ratios, and the binary relation :: is called conformity. A proportional analogy (PA) generally satisfies the following postulates: for any $(A, B, C, D) \in U^4$,
Given \( \mathcal{U} = \mathbb{B} = \{0, 1\} \) the set of Booleans (where 0 and 1 represent \texttt{false} and \texttt{true}, respectively), the proportional analogy defined by \( A:B::C:D \) if \( B - A = D - C \) (where these differences belong to \( \{-1, 0, 1\} \)) satisfies the PA postulates. There are six patterns \( \text{ABCD} \) satisfying this relation: 0000, 1111, 0110, 1001, 0101, 1010. In \( \mathcal{U} = \mathbb{B}^n \), the relation defined by a component by component analogy — i.e., \( A : B :: C : D \) if \( a_i : b_i :: c_i : d_i \) for every \( i \in \{1, 2, \ldots, n\} \) — also satisfies this postulates (where, e.g., \( A = (a_1, a_2, \ldots, a_n) \)). For example,

\[
(0, 1, 1, 0, 0) :: (1, 1, 0, 1, 0) :: (0, 0, 1, 0, 0) :: (1, 0, 0, 1, 0)
\]  

(2)

An \( n \)-tuple of Booleans \( T = (T_1, T_2, \ldots, T_n) \) can be encoded by the set \( \hat{T} \) of its indices with the value 1. For example, if \( T = (0, 1, 1, 0, 1, 0) \), then \( \hat{T} = \{2, 3, 5\} \). Now, given \( T, U \in \mathbb{B}^n \), let \( \text{key}(T, U) = (\hat{T} \setminus \hat{U}, \hat{U} \setminus \hat{T}) \). In fact \( \text{key}(T, U) \) encodes the changes from \( T \) to \( U \). It can be shown that the proportional analogy on \( \mathcal{U} = \mathbb{B}^n \) defined above can be characterized by:

\[
A:B::C:D \iff \text{key}(A, B) = \text{key}(C, D)
\]

(3)

This can be verified on the example (2) as:

\[
\text{key}(A, B) = \text{key}(C, D) = (\{3\}, \{1, 4\})
\]

When, in the data, the \( n \)-tuples of Booleans are sparse (i.e., they contain a majority of 0), the interest in this characterization is algorithmic: the size necessary to encode \( \text{key}(A, B) \) is much smaller than \( n \).

**Analogical Dissimilarity.** If four objects \( (A, B, C, D) \in \mathcal{U}^4 \) are not in proportional analogy, a question that can be raised is “How far are these objects from forming an analogy?” An analogical dissimilarity (AD) [6] is a function \( \text{AD} : (A, B, C, D) \mapsto [0, +\infty] \) satisfying the following postulates: for any \( (A, B, C, D, E, F) \in \mathcal{U}^6 \),

- \( \text{AD}(A, B, C, D) = 0 \) iff \( A:B::C:D \) (completeness with analogy);
- \( \text{AD}(A, B, C, D) = \text{AD}(C, D, B, A) \) (symmetry, reflecting symmetry of conformity);
- \( \text{AD}(A, B, C, D) = \text{AD}(A, C, B, D) \) (central permutation, i.e., exchange of the means);
– \( \mathcal{AD}(A, B, E, F) \leq \mathcal{AD}(A, B, C, D) + \mathcal{AD}(C, D, E, F) \) (triangle inequality);
– If \( A \neq B \) then \( \mathcal{AD}(A, B, C, D) \neq \mathcal{AD}(B, A, C, D) \).

In \( \mathcal{U} = \mathbb{B} \), \( \mathcal{AD} \) defined by \( \mathcal{AD}(A, B, C, D) = |(B - A) - (D - C)| \in \{0, 1, 2\} \) for \( A, B, C, D \in \mathbb{B} \) satisfies the AD postulates.

In \( \mathcal{U} = \mathbb{B}^n \), \( \mathcal{AD} \) defined by \( \mathcal{AD}(A, B, C, D) = \sum_{i=1}^{n} \mathcal{AD}(A_i, B_i, C_i, D_i) \) also satisfies the AD postulates. For example,

\[
\mathcal{AD}((0, 0, 0, 0, 1), (1, 0, 1, 1, 0), (0, 1, 0, 1, 0), (1, 0, 0, 0, 1)) = 0 + 1 + 1 + 2 + 2 = 6
\]

3 Pathology-Gene Relations

A gene is a sequence of nucleotides along a segment of DNA that encodes instructions for RNA synthesis, which, when translated into protein, leads to the expression of phenotypes. The genes are thus the basic physical units of heredity. Phenotypes such as pathologies (or diseases) are associated to genes in some public databases. The most famous one is the OMIM database which focuses on human hereditary diseases (http://omim.org/). OMIM provides pathology-gene relations that were carefully curated and documented w.r.t. the literature. Today, a large number of diseases lack responsible gene(s) hence the numerous gene prioritization methods [2].

On one hand, genes are annotated with their known functions (in fact the functions are accomplished by the proteins produced by the genes). Such functions are taken from GO (Gene Ontology), an ontology encompassing thousands of terms (or classes) mainly linked with subclass-of relations (http://www.geneontology.org/). The GO is structured as an r-DAG (rooted directed acyclic graph). Some of the gene-GO term relations are based on experimental evidence or published papers whereas others are simply inferred from known relationships combined with gene sequence similarity for instance. The gene-GO term relations are indeed qualified with evidence codes. Manually-assigned evidence codes fall into four general categories: experimental (such as EXP: inferred from experiment), computational analysis (e.g., ISS: inferred from sequence or structural similarity), author statements (for instance TAS: traceable author statement), and curatorial statements (for example IC: inferred by curator). Only one evidence code (IEA: inferred from electronic annotation) is not assigned by a curator. Such gene annotations in many species are available in a public database, AMIGO (http://amigo.geneontology.org/amigo).

On the other hand, diseases are annotated with their known associated phenotypes (a.k.a. symptoms) taken from HPO (Human Phenotype Ontology). Similarly to genes and GO-terms, HPO is structured as a r-DAG and disease-HPO term (or class) relations are qualified with evidence codes (e.g. PCS for published clinical study, ICE for individual clinical experience, ITM for inferred from text mining, TAS and IEA having the same meaning as for gene-GO relations) depending on the origin of the relationship. Disease annotations are also stored in the OMIM database.

Table 1 shows an example of disease-gene relationship along with their respective annotations.
### Table 1: Example of \((P, G)\) pair with associated HPO and GO annotations. Evidence codes are between parentheses.

<table>
<thead>
<tr>
<th>Pathologie or Gene Name</th>
<th>Abbr.</th>
<th>HPO or GO term</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pathologie</td>
<td>CMD1I</td>
<td>Reduced systolic function (TAS)Congestive heart failure (TAS)</td>
</tr>
<tr>
<td>Gene</td>
<td>DES</td>
<td>Muscle contraction (TAS)Regulation of heart contraction (TAS)Structural constituent of cytoskeleton (TAS)Intermediate filament (IEA)</td>
</tr>
</tbody>
</table>

In this work, a pathology \(P\) is represented as a tuple of Booleans in the following way. Let \(m\) be the number of classes of HPO and \(\{\mathcal{CP}_1, \mathcal{CP}_2, \ldots, \mathcal{CP}_m\}\) be the set of these classes. \(P\) is described by the \(m\)-tuple \((p_1, p_2, \ldots, p_m)\) \(\in \mathbb{B}^m\) such that \(p_i = 1\) iff \(P\) is described by \(\mathcal{CP}_i\) (for each \(i \in \{1, 2, \ldots, m\}\)). It must be noted that if a class \(\mathcal{CP}_i\) is a subclass of \(\mathcal{CP}_j\) (either directly or by transitivity of the subclass-of relation), then a pathology \(P\) described by \(\mathcal{CP}_i\) is also described by \(\mathcal{CP}_j\): if \(p_i = 1\) then \(p_j = 1\) (this is mere application of the deductive closure based on the subclass-of relation). The tuple \((p_1, p_2, \ldots, p_m)\) is sparse: only a small proportion of the classes of HPO are used to describe each single pathology.

The representation of a gene \(G\) is done in a similar way by a tuple \((g_1, g_2, \ldots, g_n)\) \(\in \mathbb{B}^n\), where \(n\) in the number of classes in GO.

### 4 Proposed Approach

The goal of the proposed approach is to examine whether the inference rule (1) that associates to a pathology \(P_A\) a gene \(G_D\) gives a relevant pathology-gene pair \((P_A, G_D)\), at least with a reasonable frequency. If, e.g., the answer was that it holds 10\% of the time, it would still be interesting in a knowledge discovery perspective: providing an expert with original hypotheses with such a proportion of correctness still remains interesting. Having this in mind, two experiments were conducted.

**First experiment.** The set of quadruples \((P_A, P_B, P_C, P_D)\) of pathologies (in the chosen representation formalism) such that \(P_A : P_B : P_C : P_D\) is computed. Only non flat analogies were kept. A gene is associated to each pathology: \(G_A, G_B, G_C\) and \(G_D\). The experiment is designed to meet two objectives:

- find out the proportion of quadruples of genes (related to analogies on pathologies) which are in analogy;
- the situation where \(P_A : P_B : P_C : P_D\) holds but \(G_A : G_B : G_C : G_D\) does not hold, may still be interesting if the analogical dissimilarity between these genes is low (i.e., it is close to an exact analogy). Thus, the second objective is to compare the distribution of \(\Delta D(G_A, G_B, G_C, G_D)\) provided that the corresponding pathologies are
in analogy with the distribution of \( AD(G_A, G_B, G_C, G_D) \) in general. In particular if the average of the first distribution is significantly lower than the average of the second distribution, this would mean that analogies between genes are somehow connected with analogies between pathologies.

Second Experiment. The second experiment examines the inference the other way round: from genes to pathologies, i.e., the following inference

\[
G_A : G_B :: G_C : G_D \quad \text{in the gene space} \\
(P_A, G_A), (P_B, G_B), (P_C, G_C) \in \mathcal{E} \\
x \text{ is a solution of } P_A : P_B :: P_C : x \quad \text{in the pathology space} \\
It \text{ is plausible that } (P_D, x) \text{ is a relevant pathology-gene pair}
\]

(4)

The same objectives as in the first experiment are pursued in the reverse direction.

5 Implementation Principles

The main steps of the approach are schematized on Figure 1. All of the data has been loaded into a database and further expanded within the database by (i) deductive closure on HPO and GO annotations and (ii) computation of keys for each pathology (respectively gene) pair.

![Fig. 1: Outline of the general approach for finding relevant pathology-gene pairs using analogy.](image)

The main algorithmic difficulty was to efficiently find those quadruples \((P_A, P_B, P_C, P_D)\) of pathologies that are in analogy: the naïve algorithm is in \(O(n^4)\),
where $n$ is the number of pathologies for which a gene is known. Since $n \approx 5000$, this solution is intractable.

The idea is to use the characterization (3) of analogies based on keys. First, the data on pathologies and genes where stored in tables. A table for pathology pairs $(P_A, P_B)$ with their keys $\text{key}(P_A, P_B)$ was built. A query on this table with a \text{GROUP BY} clause on these keys is executed. When there are several lines in a group, they correspond to two pairs $(P_A, P_B)$ and $(P_C, P_D)$ such that $P_A : P_B :: P_C : P_D$. The flat analogies are subsequently removed.

Other algorithmic difficulties were overcome in a similar way.

6 First Results

The results of the two experiments described in Section 4 are presented below.

For the first experiment, The number of quadruples of pathologies that are non flat analogies is 3,501 in the chosen representation. Unfortunately, there is no quadruple of genes (related to the retrieved quadruples of pathologies) which are in analogy.

As for the second objective, a computation of $\text{AD}(G_A, G_B, G_C, G_D)$ for about 3,500 quadruples of genes chosen at random has given the following result:

$$\begin{align*}
\text{mean} &= 240 \\
\text{median} &= 222 \\
\text{standard deviation} &= 111
\end{align*}$$

For the 3,501 quadruples of genes associated to quadruples of pathologies that are in non flat analogies, the computation of their analogical dissimilarity has given a distribution with the following features:

$$\begin{align*}
\text{mean} &= 247 \\
\text{median} &= 230 \\
\text{standard deviation} &= 112
\end{align*}$$

These basic statistics are quite similar, suggesting that in average the distributions are similar between randomly selected quadruples of genes and quadruples of genes associated with quadruples of pathologies in analogy. However close inspection of the distribution histogram reveals that a small subset of these gene quadruples (associated with pathologies in analogy) display very low values of analogical dissimilarity not reached by randomly selected gene quadruples. These quadruples are currently under investigation by experts.

The results in the second experiment, which takes the inference rule the other way round (from gene to pathology), are similar to those in the first experiment.

7 Conclusion and Future Work

This paper examined the following hypothesis: “If four pathologies are in analogy, is it plausible that the corresponding genes are in analogy?” With our databases, under the representation choices of pathologies and genes we adopted and within the simple proportional analogy and analogical dissimilarity framework presented in this paper, the answer is negative for the great majority of pathologies in analogy.

The results we obtained on a large scale analysis (4,000 $(P, G)$ pairs) reveal that the quadruples of genes associated with quadruples of pathologies in analogy do not
display statistically different analogical dissimilarity values compared to randomly selected quadruples of genes. Nevertheless very low analogical dissimilarity values are found in a small subset of gene quadruples that are specifically associated with pathologies in analogy. Analysis of these quadruples may allow us to learn more sophisticated analogical relations on genes in order to improve the recovery of pathology-gene pairs using analogy.

Therefore, an idea for future work would be to find analogical relations on pathologies and on genes so that the inference (1) from pathologies to genes or the inference (4) from genes to pathologies work better. A way to do it would be to keep the analogical relation between pathologies defined in this paper and learn the analogical relation between genes. More precisely, let $A_\lambda$ be an analogical proportion between genes parameterized by $\lambda$ (that can be, e.g., a tuple of integers). The training set would be quadruples of genes $(G_A, G_B, G_C, G_D)$ that correspond to pathologies that are in analogy. The objective of the learning method would be to find $\lambda$ such that an important proportion of the quadruples in the training set are in analogy according to $A_\lambda$. Once this learning process is achieved, it is hoped that the analogical inference described by (1) with the classical analogy relation between pathologies and the analogy relation $A_\lambda$ between genes provides an efficient way to mine pathology-gene pairs.
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Abstract. In Big data era, the demand of processing large amount of data posing several challenges. One biggest challenge is that it is no longer possible to process the data in a single machine. Similar challenges can be assumed for case-based reasoning (CBR) approach, where the size of a case library is increasing and constructed using heterogeneous data sources. To deal with the challenges of big data in CBR, a distributed CBR system can be developed, where case libraries or cases are distributed over clusters. MapReduce programming framework has the facilities of parallel processing massive amount of data through a distributed system. This paper proposes a scalable case-representation and retrieval approach using distributed k-NN similarity. The proposed approach is considered to be developed using MapReduce programming framework, where cases are distributed in many clusters.
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1 Introduction

Big data is an ever-increasing field in computer science that can be used for a multitude of goals. Both new and old technologies are used to manage and process the magnitude of data these systems have. The concept of case-based reasoning (CBR) is that it uses past experiences to solve a new problem. The past experiences are stored as cases into a CBR system. Case representation is a very important issue as the efficiency of a CBR system and case retrieval process are depended on it. Thus, cases must be formatted in such a way that they resemble the problems that is intended to be solved. The challenge with the proliferation of data generation is that faster and better data management and processing is required; a CBR system should be developed that can handle the V’s \cite{1} of big data. Challenge arises with the growth of data in the case library, which means a single machine can no longer process or hold all the data. Also,
in big data paradigm, data is no longer collected from a single source, rather heterogeneous and multivariate data are used to build a case library. These diverse data sources simulate a big data environment where scalability is an important issue. One strategy to deal with the problems is to partition the case library over clusters and use distributed CBR. In recent years, MapReduce, which is a programming paradigm for big data, gained popularity because of massive parallel processing capability over large distributed system using commodity hardware [2]. However, data structure for case representation needs to be designed to adapt with MapReduce. Another issue with big data is the demand of big data processing speed is very high while the amount of data that requires processing is constantly increasing.

One major steps in CBR is the retrieval of the most similar cases from a case library and usually is computationally the most demanding one with the increase of the size of a case library. Thus, the key factor for a successful CBR application in big data paradigm depends on efficient and fast case retrieval method. Over the years different methods have been proposed for efficient case library management and case retrieval, however they have been usually limited by available technology to a single machine implementation. Recent advances in network computing resources have opened new possibilities for improvement of the CBR methods and extending their use to big data problems with the use of distributed case retrieval methods. CBR uses similarity matching to retrieve most similar cases from the case library and k-NN is the most common and powerful method that has been using for CBR system. However, k-NN search and similarity matching is sequential in nature and thus become more time consuming in larger case libraries [3].

MapReduce is a software framework meant to enable writing programs that take advantage of large clusters of nodes to process large amounts of data [4]. MapReduce is based on the ‘map’ and ‘reduce’ functions commonly found in functional programming. It works by using a ‘map’ function to process a key/value pair which then generates a set of intermediate key/value pairs [5]. These intermediate key/value pairs are then used in a ‘reduce’ function that merges all the values associated with their key. This is what allows the process to be run in parallel. Each node processes its own part of the map function on the data it receives. The results are then distributed again to apply the reduce function. So, as its name implies the reduce function is always performed after the map function. In MapReduce paradigm, similarity matching can be implemented by different techniques such as numerical matching attribute-value pair, rule-based matching, and workflow-based matching [6].

This paper proposes attribute-value pair case representation approach using MapReduce for scalable and distributed CBR system. It is assumed that case library can be consisted of data coming from heterogeneous sources. These diverse data sources simulate a big data environment where scalability is important. In addition, a case retrieval approach from such case representation requires parallel or distributed similarity search algorithm. Hence, a distributed k-NN similarity function of scalable case retrieval is proposed.

The rest of the paper is organized as follows: section 2 presents the background and related work, section 3 presents proposed method for case representation and case retrieval. Finally, chapter 4 summarizes the work.
2 Background and Related Work

According to the literature, the structuring of case representation methods can be grouped into two categories such as hierarchical representation and vector representation. Hierarchical representation is designed to have multiple layers within them to provide structure of the multitude of data being stored. Case representation in a hierarchical layer is presented in [7-9]. In [9] tree of nodes approach is proposed with two layers and each node in the tree either contains data or is a category. It can be scaled up to accommodate any number of layers beyond that and the versatility of this particular representation has been shown with an example. Assali et al. [10], present a similar case representation for ontology-based CBR systems, where cases are broken down into fundamental data points to identify important information. Attributes are referred as either complex or simple, and complex attribute can be broken down to its corresponding simple attributes. Object-oriented approach has been proposed in [11, 12] for the hierarchical case representation, which practices inheritance for objects in the cases. The vector representation is much simpler than the hierarchical representation. It is a flat representation consisting of a pair of vectors, where the first part of the pair contains data describing the case and the later part contains the solution data. This makes the representation itself minimal but external knowledge is required to understand the data structure. More on vector representation can be found in [13-15]. Another important issue of case representation is the structure of the case library. The two most common structures are a flat library using indexing and a hierarchical library [16, 17]. Both of these approaches use some sort of indexing to place cases in the case library and the indexing can be a solution type or a weighting algorithm. Moreover, these approaches can reduce the case retrieval process while accounting for the size of the case library. Typically, markup language such as XML is used to create hierarchical library so that library structures are human readable [18]. This allows the cases to be organized after some sort of metric or weights.

Distributed and scalable information retrieval has been an active research area, where the popularity of MapReduce is increasing. Ahuja et al. [19], propose a faster data retrieval using MapReduce based on scatter and gather processing technique. The proposed technique is demonstrated with a geographically distributed data. In [20], proposes an agent-based distributed CBR tool for medical prognosis, where data is gathered from multiple sources such as different doctors or clinical units. Prasad et al. [21] has proposed a multiagent system for cooperative retrieval and cases are represented as a composition, where subcases are distributed across different agents. The authors have argued that summation of the best case may not be the result of good overall cases and hence proposes a negotiation driven case retrieval approach to dynamically resolve the problem. Other applications are also discussed on multiagent CBR systems [22-26].The two distributed memory models and case retrieval approaches such as distributed case library and composition of distributed cases are introduced in [27].

In recent years improvements on k-NN algorithm of distributed similarity matching have been proposed in several studies. Most of the proposed methods are developed using MapReduce programming framework. Rheinländer and Leser [28] have proposed a scalable similarity search approach to operate into the main memory and multicore
systems. In [29] performance of different MapReduce-based approximate k-NN similarity join approaches are investigated. Based on the experimental results the authors suggest to use Locality Sensitive Hashing approach. In [30], a novel MapReduce based algorithm, which is an index structure called similarity join tree (SJT) is proposed for distributed and scalable similarity search on partition data, where data are partitioned according to data distribution and distributes similar data into same group.

3 Method and Approach

In CBR, the case representation is an extremely important issue, as the cases must be formed such that they are suited for the problem the system that seeks to solve. Often problems differ in its nature and a generic system should have ways to try and solve problems that do not register a one-to-one match. Thus, the case representation requires having to somehow map problems together to create a solution. On the other hand, during the case retrieval in a CBR system, it seeks to match the most similar cases and to do that the target case is compared with every case in the case library. In a distributed environment, where case library can be generated from heterogenous data, cases can be compared more than once due to different manifestations of a case and a case is consisted of multiple attributes or features. For MapReduce based distributed environment, cases can be distributed on overlapping clusters, which is another reason of a case is compared more than once with the target case. Hence, the efficiency of the case retrieval mechanism can be reduced due to duplicate similarity matching. This section presents a distributed case representation and corresponding case retrieval mechanism using the MapReduce programming framework.

3.1 Approach for Case Representation

The data structure and case representation for the distributed case library is shown in Fig 1.

![Fig. 1. Distributed case representation architecture.](image-url)
The proposed case representation is a hierarchical structure with a tree indexing which is mapped with a Case id_map data structure. The Case id_map is a <key, value> data structure consists of a node id and a case id. Each case is consisted of four main parameters: case id e.g., case 1, some weight value w, features f, and a list of most similar cases s. Number of items in the list s can be limited by predefined constrain. This allows to create a case using markup language [31, 32] and each can be stored in clusters. The weight value can be a function that indicates the most used case or the important case in the case library. Thus, with some constrain the case retrieval can reduce the search space and enhance the efficiency of a distributed CBR system. An example of a case using XML and JSON is shown in Fig 2.

---

**Fig. 2.** A generic representation of a case using XML and JSON.

A new case can be initiated in any node, say T1, as shown in Fig 1. This node will be considered as the master node in the cluster and rest of the nodes are client nodes.
The master node will communicate with the client nodes by sending the new case and similarity function and retrieve the k-most similar cases from each client node. Each node may have different similarity function depending of the case and the data type, hence it requires to send the similarity function along with the case. A typical representation is shown in Fig 3.

![Diagram of communications among the nodes](image)

**Fig. 3.** Communications among the nodes.

### 3.2 Proposed Case retrieval Algorithm

In a multi-cluster distributed environment cases are distributed among the clusters and for fault handling often redundant copies are made across the clusters. Hence, during case retrieval, there is a chance that similar cases are compared redundantly, which reduce the efficiency. As MapReduce based approach is proposed for case representation, the efficiency of case retrieval can be speed up using the MapReduce framework. Also, big data platform like Apache Spark can even use in-memory computation for faster execution.

The proposed approach is inspired by the work of Rheinländer and Leser [28], where k-NN similarity search algorithm is proposed for large a string sequence. Here, for a new target case, at first the algorithm is searching at the root node. The search will traverse only the nodes that satisfies some threshold of weight \( w \) for each case such that distance of the target case and the selected case of that node is greater than or equal to the threshold value. This will filter the top most \( k \) cases and during the traversal for each node corresponding most similar cases of that selected case will be skipped, which reduces the search space. However, the distance function is actually a pair-wise similarity computation, which in general is a Cartesian product of entities or cases. In big data scenario, the time complexity of Cartesian product is very high. To reduce the search space similar cases or class of cases are grouped into clusters. Thus, in every cluster similarity matching is performed on pairs of cases presented within the cluster.

As shown in Fig 3, the master node will retrieve \( k \) most similar cases from each client nodes. Therefore, the master node should sort out these selected cases and save the final \( k \) most similar cases and it also needs to apply the weight function based on the selected cases. As mentioned, the task at master node is to create and save the new case for the future work. The transformation and an XML representation of the combination of all selected cases is shown in Fig 4.
4 Conclusion and Feature Work

The CBR systems need to be enhanced and/or scaled up to be adapted to the V’s of big data. This paper proposes a distributed and scalable approach for case representation and case retrieval on MapReduce programming framework. In CBR, the cases can be represented in different ways such as object-oriented or tree representations [33]. These are traditional ways of case representation that are based on known concepts, which represents an action and a case is defined by the consequence of that action. Moreover cases can be divided into major categories such as traditional and ontological methods [34]. The traditional representations lack cohesive information of the case library, while ontological representations have ways to relate cases together. Both of these categories have advantages and disadvantages for example, ontological representations create an overhead in maintaining the relationships between cases. Cases can include references to similar cases which then can be used to create clusters of similar cases. However, if a case is removed or edited or all of its references are updated then problem can arise in maintaining the case library. Although the traditional representations have very little overhead, it cannot contain information about the case for example, variables and the solution. These are the challenges of case representation for scalable and distributed CBR and an optimal solution is required that can enhance the efficiency of scalable
case retrieval. On the other hand, simple search using a traditional index structure may return too many results or no result. The k-NN similarity is the most common algorithm applied in CBR systems for case retrieval. However, with big data k-NN similarity matching become tedious process. The result of this method also depends on data quality and data sources which is a challenge to confirm in big data. For heterogenous data, data size grows and the relationship between these various sources of data, and the need for similarity matching is also increasing. MapReduce is widely adopted technology for big data and is considered as an efficient technology for scalable and distributed systems. In a distributed environment using MapReduce, centralize indexing for similarity searching cannot be used and modification and adaption is required. The proposed case representation uses a data structure that is scalable and can be distributed over many clusters using MapReduce. Moreover, the k-NN similarity search can be implemented on big data framework such as Spark that can support in memory and parallel computation. Thus, it can provide both efficient and fast computation on multi-cluster or cloud environment. In future, the approach will be evaluated based on the performance of storing data and the global cost of retrieving cases from distributed case libraries. With increasing size of the case libraries two factors such as load factor and replication factor can be measured to indicate the performance of storing data. CPU cost of computing distance or similarity of the cases and the communication cost among the nodes for case retrieval will be considered measuring the global cost. Last but not least, the proposed approach can be applicable in textual-CBR system, multi-layer complex product system, application such as educational hypermedia [35], etc.
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1 Preface

The workshop is dedicated to time in case-based reasoning and how time is dealt with in all aspects of it. The literature on case-based reasoning (CBR) that takes time into account is broad. Still, there are aspects that have not been given much consideration. Reasoning about time drives the complexity of AI systems, but with the increasing amount of streaming and event-based data, this complexity has to be dealt with, also in CBR. The aim of this series of workshops is to refocus the CBR community’s attention to temporal reasoning, as the focus has moved away in past years, even though the number of temporal CBR applications is increasing. Several open problems exist in temporal CBR, and these contain among others temporal revise and CBR on data streams.

Four previous workshops on applying case-based reasoning to temporal data have been organised at ICCBR. This workshop is a continuation - in spirit - to the workshops on applying CBR to time-series prediction that was organized in 2003 and 2004, and it is a direct descendant of the RATIC 2014 and RATIC 2016 workshops.

Following from an open call for submissions, and a peer-review process by the programme committee, the workshop has two papers that were selected for publication.

In Textual Summarisation of time series using Case-Based Reasoning: A case study, Dubey et al. propose an end-to-end Case-Based Reasoning (CBR) approach for generating the textual summaries of time series data in weather domain. This approach is intended to assist the user in decision making to generate the summary of a given time series. Empirical results presented show the effectiveness of the approach in generating suggestions very close to human-authored summaries in a vast majority of cases.

Petridis et al. propose suitable workflow similarity metrics for developing efficient performance measures for the rail industry in Predictive Process Mining Using a Hybrid
CBR Approach for the Rail Transport Industry. The approach proposed uses extensive business process workflow pattern analysis based on Case-based Reasoning. An evaluation of the approach and a number of modelling experiments are presented, that show that the approach can provide a sound basis for the effective and useful analysis of operational sensor data from train journeys.

The goal for this workshop is to emphasize the need for the CBR community to investigate problems related to temporal reasoning, as we firmly believe that reasoning about time is a central challenge in CBR and that it deserves more attention from the broader community. The papers published in this workshop proceeding show that temporal case-based reasoning still has a broad set of challenges that need further investigation in a variety of domains. We look forward to see final results of these initial developments in future ICCBR conferences.
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Abstract. In this paper, we propose an end-to-end Case-Based Reasoning (CBR) approach for generating the textual summaries of time series data in the weather domain. Our approach is intended to assist the user in decision making to generate the summary of a given time series. For that, the approach first generates appropriate abstractions of a time series and then generates the textual summary for each of the abstractions. Empirical results show the effectiveness of the approach in generating suggestions very close to human-authored summaries in the majority of the cases.

Keywords: Time Series, Natural Language Generation, CBR.

1 Introduction

Data-to-text generation is a subfield of Natural Language Generation (NLG), which deals with generating the textual descriptions of non-linguistic data sources such as time series, and event logs. The subtasks in an NLG system involves selecting the relevant information from input data and organizing it coherently (content selection), making relevant choices to express the relevant information (micro planning), and rendering the information in the output text (surface realization) [6]. In this work, we focus on summarization of time series using text in weather domain. Textual summarization of a time series requires an understanding of the time series in the context of the underlying process that generates the time series as well as the end user’s requirements. For example, an expert might identify significant patterns in a time series based on her experience and provide an explanation for the same, which a non-expert might find hard to arrive at, by visual inspection alone. Furthermore, depending on the end user, the same time series can have different summaries, for example, summary for a sports news channel is different from one meant for farmers, and both are different from the forecast meant for trekkers in mountains.

Content selection in time series summarization involve finding the appropriate level of abstraction for a time series, which includes selecting change points in a time series. These change points along with the trend information can summarize the time series data. Once this is done, the later stages of an NLG system can choose appropriate linguistic realization to describe the information. One
significant issue in doing so is that of lexical choice. For example, an increasing trend in a time series can be described using increasing, gradually increasing, or rising. This, in particular, makes the evaluation of an NLG system hard as the there can be multiple correct textual summaries for a given time series.

In this paper, we propose an end-to-end Case-Based Reasoning (CBR) approach to assist the user in generating the textual summary of a time series in the weather domain. CBR works by recalling past experiences and is based on the premise that similar problems recur and have similar solutions. In our case, the experiences in the case library are the time series and their corresponding textual summaries. The incoming new time series is matched against the cases in the case library to retrieve relevant similar cases and the textual summary of the relevant cases is reused to generate the summary for the new time series.

In the past, researchers have proposed other approaches for generating weather forecast text summary for a time series. These systems can be mainly categorized in two ways: knowledge-rich (top-down) [11], and knowledge-light (bottom-up or data-driven) [3, 4]. While it is expensive and time-consuming to acquire knowledge in top-down system, knowledge-light systems need large and reliable parallel corpora of input and output text. The system by Sripada et al. [11] is a top-down system that generates the forecast text by following the pipeline architecture of an NLG system, which includes all the subtasks in NLG. Most of the other systems that generate weather forecast text are not complete NLG systems as these systems focus only on micro-planning and realization and not on content selection [3, 4].

To the best of our knowledge, ours is the first attempt to propose an end-to-end CBR system that performs all subtasks in an NLG pipeline from content selection to text realization. In addition to that, the proposed system generates multiple summaries rather than just one to account for the fact that there can be multiple correct summaries for a given time series. This is consistent with our goal of assisting a human user, who can select one of the outputs and, if necessary post-edit to produce the final summary.

2 Our Approach

The architecture of our system follows the typical pipeline architecture of an NLG system: Content Generation ($CBR_1$) and Text Generation ($CBR_2$). The first component decides the abstraction level of a wind time series, which is used to generate the intermediate representation of that time series and the second component generates the textual description of the given intermediate representation. Figure 1 shows the system’s architecture. Two components each of which is a CBR system are illustrated in Figures 2 and 3, respectively.

**Time Series Summarization** Weather data consists of day-wise wind time series and the corresponding textual summaries. The time series is a multivariate time series as it involves two channels, namely, wind speed and wind direction. A sample time series in weather domain is shown as input in Figure 1. The human-written summary for the given time series is “S 02-06 increasing 16-20”, which
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Problem: Wind time series; Solution: Number of segments

Content generation from time series involves a trade-off between minimizing the number of change points reported and maximizing the faithfulness of its approximation. The error in approximation can be reduced by increasing the length of the summary (by increasing the number of change points reported). In the proposed system, we predict the number of change points in a time series using CBR1 and then generate the approximation to the time series that minimizes the approximation error. To approximate a given time series, we use optimal segmentation algorithm [2]. Segmentation is the process of approximating a time series with straight line segments. For example, Figure 4 shows the segmentation of a time series with five segments. Given the number of segments, the optimal segmentation algorithm globally minimizes the error of approximation.

In the weather domain, a calm day with fewer fluctuations may need a lower number of segments than a bad weather day. This is because the more the weather is volatile, the more is the number of segments that will be abstracted out. For example, the text in Figure 1 has two wind states (S, 02-06) and (>, 16-20). The count of wind states (as the number of segments) is used as input to the segmentation algorithm to generate the intermediate representation.

2.1 Generating Intermediate Representations

In the weather domain, based on the observation that days with similar weather conditions have similar forecast text and the similar level of abstraction in time...
Neha Dubey, Sutanu Chakraborti, Deepak Khemani

Fig. 4: Segmentation example
Fig. 5: Wind vector representation of wind time series

we hypothesize that similar wind time series have the similar number of segments in the forecast text. Thus, the case used in CBR1 has wind time series as the problem component and number of segments as the solution component. The representation of wind time series is the wind vector (wind speed as magnitude and wind direction as direction of the wind vector) representation as shown in Figure 5. This choice of representation of time series allows us to consider two univariate time series: wind speed and wind direction into a single time series with a wind vector at each time stamp.

**Retrieval** In an NLG system, for a time series, the relevance of a case to a query depends upon the end user requirements. For example, a wind time series on a calm day can have similar behaviour in terms of patterns on a bad weather day, however, both have entirely different interpretations with respect to the end user. Thus, a case is relevant to a query if it has the patterns similar to that in the query time series and the similar error tolerated in approximating a case and the query. To retrieve the cases with patterns similar to the query, we use the dynamic time warping (DTW) [8] on wind vector time series. In order to retrieve the cases with the similar error of approximation, we define a distance measure called $Error_{distance}(query, case)$ between a query and a case.

DTW aligns two time series by scaling/shrinking on time axis. In our case, since the time series have wind vector representation, the equation of DTW similarity for two time series $T_1$ and $T_2$ can be modified as:

$$DTW(i, j) = \min\{DTW(i - 1, j), DTW(i, j - 1), DTW(i - 1, j - 1) + vectordist(i, j)\}$$  \(1\)

where $DTW(1, 1) = vectordistance(1, 1)$ is the distance between first point of both time series, and $i$ and $j$ are the time indices in time series $T_1$ and $T_2$, respectively. The local distance measure $vectordist$ in our case is defined as $vectordist(i, j) = \sum s_{T_1i}^2 + s_{T_2i}^2 - 2 \sum s_{T_1i} s_{T_2i} \cos(d_{T_1i} - d_{T_2i})$, where $s_{T_1i}$ and $d_{T_1i}$ denote speed and direction at time $i$ of time series $T_1$. Thus, the DTW distance between a query and a case is $dist_{dtw}(query, case) = DTW(n, n)$, where $n$ is the length of time series.

$Error_{distance}(query, case)$ denotes that a case is relevant to a query if both case and query have the similar error of approximation for the given choice of segmentation. To define $Error_{distance}(query, case)$ we define two terms: the error of approximation of a query, i.e., $Error_{query}$, and error of approximation of a case, i.e., $Error_{case}$. $Error_{query}$ with respect to a case is the error between query time series and its segmented intermediate representation when the query is seg-
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mented with the segment number as in the case. $Error_{case}$ is the error between the problem component of a case (wind time series) and its intermediate representation as used in generating the textual summary of the case. Thus, $Error_{case}$ gives the error as tolerated by a human forecaster while writing the textual summary of a time series. To get the intermediate representation for a time series corresponding to the forecast summary, we reconstruct a time series from the text by using text to time series mapping, where each entry in the text is mapped to some entry in the time series. For example, the forecast text in Figure 1 contains two entries (02-06, S), and (-16-20) corresponding to the times 6:00, and 24:00 in the time series, respectively. The rest of the time series values between 6:00 and 24:00 are obtained by interpolating between these two values in the text.

Now, we define the $Error_{distance}(query, case)$ as:

\[
\text{if } Error_{case} < Error_{query} \text{(Case is relevant to query)} \text{ then} \\
Error_{distance}(query, case) = \alpha \cdot |Error_{query} - Error_{case}| \\
\text{else} \\
Error_{distance}(query, case) = \exp(\beta \cdot |Error_{query} - Error_{case}|) \\
\text{end if}
\]

The parameter $\alpha$, $\beta$ are set using cross validation.

Finally, the total distance between a case and query can be defined as

\[
\text{dist}(query, case) = \text{dist}_{dtw}(query, case) + Error_{distance}(query, case) \tag{2}
\]

The corresponding similarity can be defined as \(1/(1 + \text{dist}(query, case))\). At the end, the cases with maximum similarity with the query are retrieved.

**Multiple Representations of a Query** Typically, an expert forms an “overall” view of a time series using her experiences in the process of generating content for it. These views are often tacit and can vary across experts. Further, each of the intermediate abstractions of a time series can be used to generate a textual summary. Therefore, in the proposed approach, the CBR1 system generates multiple appropriate abstractions of a time series, each with a certain confidence value. Next, the CBR2 generates the textual summary for each of these abstractions of a time series.

**Confidence Scores** Let the retrieved cases for a query be the set $C_1, C_2, C_3, ..., C_m$ with the corresponding segment counts as $k_1, k_2, k_3, ..., k_m$; $\forall k_i < K$, where $K$ is the maximum segment count possible for a time series. Let the similarity of retrieved cases in the set with be $s_1, s_2, s_3, ..., s_m$, then the confidence associated with each representation of query becomes the weighted mean of the segment counts in the retrieved cases, i.e., for $k = 1, 2, 3, ..., K$

\[
\text{confidence}(k) = \frac{\sum_{i=1}^{m} s_i \cdot I\{k_i = k\}}{\sum_{i=1}^{m} s_i} \tag{3}
\]

where $I\{k_i = k\}$ is an indicator function, which is 1 when $k_i$ is equal to $k$, else 0. For each segment count $k$, for which the confidence score is greater than a threshold value, we generate the intermediate representation. For that, we use optimal segmentation algorithm by Bellman [2]. The algorithm takes the input as the number of segments and outputs the approximated (segmented) time series which has the least possible error of approximation. Let the set of such query
Fig. 6: Time series representations with multiple levels of abstractions.

representations be $Q = \{Q_k\}$, where $k < K$. For illustration, Figure 6 shows time series representations for a given time series, each with four and five segments.

2.2 CBR2: Text Generation

Once we have the intermediate representations for a time series, we generate the forecast text corresponding to each representation using a similar approach as in [1]. The case library used in this step as shown in Figure 3, with the intermediate representation of time series as the problem side of a case and the textual summary as the solution side. Thus, for each of the query representations in $Q = \{Q_k\}$, where $k < K$, the approach finds the cases which have exact patterns in speed and direction as in the text. The patterns for speed are Increasing, Decreasing, and Stable, and for direction Backing (anticlockwise) and Veering (clockwise). For example, for query representation $Q_2$ with two segments, we retrieve those cases where the number of segments in the text is two. Next, among these cases, the cases are retrieved in which the patterns in speed and direction are same as the patterns in the query representation $Q_2$. Finally, among the retrieved cases with exact patterns, cases with the closest distance to the query are retrieved. The distance is the average vector distance between the query representation $Q_k$ and a case $C$. This distance can be defined as $\text{dist}(Q_k, C) = \frac{\sum_{i=1}^{k} \text{vectordist}(Q_{ki}, C_i)}{k}$, where $i$ and $k$ are the time index and the length of the time series $Q_k$ and $C$, respectively. Let the set of retrieved cases for each query representation in $Q_k$ be the set $C_k = \{C_1, C_2, \ldots, C_m\}$ and the corresponding similarity with the query representations be $\{\text{sim}_1, \text{sim}_2, \ldots, \text{sim}_m\}$, where $\text{sim}_j = 1/(1 + \text{dist}(Q_k, C_j))$. Finally, all the cases retrieved for all query representations can be denoted as $\text{Candidate Cases} = \bigcup_{i=1}^{k} C_k$, where $k < K$.

**Ranking of candidate cases** The final ranking of the cases is done by using confidence score for the query representation for which the case is retrieved and the similarity of the case with that query representation. Thus, the final relevance score of a case $C_j \in \text{Candidate Cases}$ with respect to a query is $\text{confidence}(k) * \text{sim}_j$.

**Text generation** Among the top relevant cases in the ranked list of candidate cases $\text{Candidate Cases}$, the solution component of the cases, i.e., the textual summary is reused to generate the final textual summary for each query representation. Since the patterns in the case and query are same, we replace the
corresponding speed and directions in the retrieved text to generate the summary for the query representation. Figure 3 for CBR shows the example of the text reuse as the text in the case N 10 or less freshening 15-20 by evening is reused to generate the summary of the incoming time series as S 02-06 freshening 16-20 by evening by replacing (N, 10 or less), (-,15-20) with (S, 02-06), and (-,16-20), respectively.

3 Experiments

We have used the SUMTIME-MAUSAM parallel corpus [11] of 1045 numerical weather data and human written forecasts where we take only wind time series. All results are obtained by performing 3-fold cross-validation with 90-10 split.

Evaluation Measure 1. Modified Edit Distance Ideally, the evaluation of an NLG system is either human evaluation in the form of ratings given by humans for text quality or task-based evaluation(extrinsic) when the system is deployed in the real world. However, human-based evaluation is costly and not always feasible in absence of experts. Therefore, we measure the performance of our system by measuring how semantically close the generated text is to the actual human-authored summary by using modified edit distance measure. Metric-based evaluations (NIST, ROGUE) are not appropriate for our approach since we have only one reference text for a generated text.

The Levenshtein distance between two texts, Text1 and Text2 with lengths n and m, respectively can be defined as [5]:

$$L(i, j) = \min\{L(i-1, j) + 1, L(i, j-1) + 1, L(i-1, j-1) + c_I(a_i, b_j)\}$$

where $0 \leq i \leq n$, $0 \leq j \leq m$, and the Indicator function $c_I(a_i, b_j)$ can be defined as $c_I(a_i, b_j) = \{1 - \text{sim}(a_i, b_j)\}$ where $\text{sim}(a_i, b_j)$ is the similarity between words $a_i$ and $b_j$ in Text1 and Text2, respectively.

We modify the above measure in our case, instead of words in the text, we take semantic units in the text like speed, direction, patterns in speed and direction, time phrase. Here, we use the pre-processed parsed text available with the parallel corpus [11] to remove any other information present. Next, the similarity between these semantic units can be defined as follows:

Similarity between two values of wind speed and direction In weather forecasts, forecasters write ranges instead of numbers from time series, for example, “20-25” instead of 22 knots for a value of speed. Since our system selects points from time series, it generates the single number for the value of the speed. Therefore, we calculate the similarity between the single value of speed with the range in reference text as the 1 – distance from mid-value in the range. For direction, if it is similar to the ground truth text, the value of similarity is 1 or else it is 0. Pattern Similarity Patterns in speed and direction can be summarized using similar words, for example, a rising pattern in a time series can be described using Increasing, Rising, Freshening. These choices are author dependent [7]. For illustration, we use synonym similarity values as shown in Table 1. These values, however, should be given by domain experts.
Time phrase Similarity For time phrase matching, we use the Jaccard similarity (common words divided by total words) between the generated time phrase and the time phrase present in ground truth text. We believe that this case can be further improved by knowing how authors use a time phrase, for example, in some cases, “0900” is used as “morning” while in some cases as “midday”. Using the above similarities, the edit distance between the generated text and the ground truth text can be calculated using equation 4 where \( a_i \) and \( b_j \) are semantic units in generated text and the ground truth text, respectively. Next, the similarity between the generated text and ground truth text can be defined as \( \text{sim}(\text{text}_\text{generated}, \text{text}_\text{groundtruth}) = 1 - \frac{L(i,j)}{\text{max}(n,m)} \) where \( n \) and \( m \) are numbers of semantic units in generated text and in the ground truth text, respectively and \( 0 \leq i \leq n, 0 \leq j \leq m \).

2. Relevance Factor: Evaluation of generated multiple output texts We define the relevance of a generated text as follows:

\[
\text{if } \text{sim}(\text{text}_\text{generated}, \text{text}_\text{groundtruth}) > \text{Threshold} \text{ then}
\]
\[
\text{relevance(\text{text}_\text{generated})} = 1
\]
\[
\text{else}
\]
\[
\text{relevance(\text{text}_\text{generated})} = 0
\]
\[
\text{end if}
\]

For a query \( Q \), the system generates a ranked list of texts. If any of the generated texts in the ranked list is relevant with respect to the ground truth, we say the ranked list is relevant. Over a set of queries, the Relevance Factor can be defined as the average number of the queries for which the \( \text{Rankedlist} \) is relevant.

3. Mean Average Precision (MAP): Evaluation of generated multiple output texts
The average precision for a single query \( Q \) is the mean of the precision obtained in the \( \text{Rankedlist} \). The mean average precision for a set of queries is the mean of the average precision scores of each query.

Experiment Design Within our knowledge, there is no existing work for direct comparison with our system. The earlier approach by Sripada et al. [10] evaluated using post edit data, where forecasters edited the generated text. The counts of the edits were used for measuring the performance of the system. Therefore, we compare our system with the following configurations: First, we change the similarity measure in the first module, i.e., \( CBR_1 \) to generate the intermediate representation of a query time series as shown in Figure 2. The evaluation measure for \( CBR_1 \) is the accuracy of correctly predicting the number of segments. Second, while keeping the configuration of \( CBR_1 \) fixed, we change the output configuration of second CBR, i.e., \( CBR_2 \): First, when the system generates one textual summary; Second, when the system generates a ranked list of summaries. To generate the single output for a query time series \( Q \), we take the estimated segment count \( k \) by \( CBR_1 \) and segment the query time series, resulting in an intermediate representation \( Q_k \). Now, input to the second system is \( Q_k \), which outputs the textual summary for \( Q_k \). To generate the multiple outputs of a query time series \( Q \), we generate different segmented version of \( Q \), \( \{Q_k\} \), where \( k < K \), and the confidence value for each representation is provided by \( CBR_1 \) using equation 3. Next, \( CBR_2 \) generates the textual summaries for each of the representations. The evaluation measures used here are
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### Table 1: Synonyms Similarity

<table>
<thead>
<tr>
<th>Word1</th>
<th>Word2</th>
<th>Increasing</th>
<th>Rising</th>
<th>Freshening</th>
</tr>
</thead>
<tbody>
<tr>
<td>Increasing</td>
<td>Increasing</td>
<td>1</td>
<td>0.8</td>
<td>0.8</td>
</tr>
<tr>
<td>Rising</td>
<td>Rising</td>
<td>1</td>
<td>0.8</td>
<td>0.8</td>
</tr>
<tr>
<td>Freshening</td>
<td>Freshening</td>
<td>1</td>
<td>0.8</td>
<td>0.8</td>
</tr>
</tbody>
</table>

### Table 2: Result for various configurations of the CBR system

<table>
<thead>
<tr>
<th>Sl No</th>
<th>CBR 1 Configuration</th>
<th>Segment Similarity</th>
<th>Single Output Test</th>
<th>Multiple Output Test</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>MAP Score</td>
<td>Relevance Factor</td>
<td>MAP Score</td>
</tr>
<tr>
<td>1</td>
<td>DTW</td>
<td>55.91</td>
<td>0.59</td>
<td>0.55</td>
</tr>
<tr>
<td>2</td>
<td>DTW + Error Distance</td>
<td>60.57</td>
<td>0.61</td>
<td>0.62</td>
</tr>
</tbody>
</table>

Mean Average Precision (MAP) and Relevance factor. The results of both the configurations with a relevance threshold of 0.4 are shown in Table 2.

### 4 Results and Discussion

We analyzed our generated textual summary with respect to the ground truth textual summary based on the level of abstraction for a time series, i.e., number of segments and the similarity with the ground truth summary.

**Case 1 (System works as expected):** When the estimated level of abstraction for a time series is same as of ground truth and the generated text is similar to the ground truth summary. Since near synonym choices used in the text such as *Backing* and *Becoming* are mostly author dependent, we accommodate this in our evaluation measure by taking synonyms similarity.

**Case 2:** When the estimated level of abstraction for a time series is same as of ground truth and the generated text is not similar to the ground truth summary. For example, if the actual text is *SE 25-30 backing SE-ESE 20-25* and the generated text is *SSE 25.0 easing later to 23.0*. In the summary, the verb type is determined by the change in wind speed, and direction, i.e., a speed verb is chosen if the change in speed is more significant than the change in direction and vice versa. We notice that humans elide verb information and their text is shorter. Therefore, the correct level of abstraction, i.e., number of segments does not guarantee the high similarity of generated text with the ground truth text.

**Case 3:** When the estimated level of abstraction for a time series is not same as of ground truth and the generated text is similar to the ground truth summary. This case is interesting, because, even though the intermediate content selection is not correct, the final text is similar to the actual text. For example, if the actual text is *S-SW 18-22* and the generated text is *SW 18.0 increasing SSW 21.0*, when we looked at the time series, we found that the change in speed, which is increasing from 18 to 21 in this case, is ignored by forecasters as they wrote only ranges (*18-22, S-SW*). However, in the multiple text configuration of our system, a forecaster can choose the summary, which she prefers.

**Case 4:** When the estimated level of abstraction for a time series is not same as of ground truth and the generated text is similar to the ground truth summary. In this case, our system does not perform as expected. For example, if the actual text is *SW 30-35 rising 38-42 by afternoon/evening and later veering W'LY 25-30* and the final text is *SW 31.0 veering W 26.0 in the evening*, we lose most of the trend information of a time series in the generated text. We suspect that these cases are harder cases and need more domain knowledge. In future, we plan to store such cases as the exceptional cases so that the system can flag a warning message for an external review if any of the exceptional case is reused.
Further, we made some general observations for time series summarization:
1. The data analysis techniques to summarize time series need to be adapted according to the domain and end-user requirements. For example, in the medical domain, artefacts, anomalous spikes are more important, while in the weather domain, trends are more important. This knowledge can be integrated into various forms: for example, we learn the number of segments using available data, or we can use distributional measures like word2vec and wordnet on a large parallel corpus to get the synonyms similarity to evaluate the system.
2. Adaptation of the CBR system can be further improved. For example, cases can be stored as segment wise and for a query time series, multiple cases can be retrieved for each segment in the query. Next, the retrieved segments of these cases can be reused to generate the textual summary.

5 Related Work

An earlier approach by Sripada [11] to generate the textual summary of time series in the weather domain is a rule-based approach. The approach uses error thresholds provided by experts to find the appropriate abstraction of a time series (content selection). Next, to choose the appropriate words and phrases for the textual summary, the system uses rules induced from corpora and as provided by experts. The other approach by Sowdaboina [9] is a purely data-driven approach to select the content for a summary. It uses a neural network to select the representative points from a time series. The approach, however, considers only one channel to select the points and does not generate the final textual summary. The other text generation systems are MOUNTAIN [4] and (Probabilistic Context-Free Grammar) PCFG based system [3], and the CBR system by Adeyanju [1]. These systems do not perform content selection and focus on other NLG subtasks like microplanning and realization. The input to these systems is the time series reversed engineered from its textual summary, i.e., same as the problem component of a case in $CBR_2$.

6 Conclusion

In this paper, we presented an end-to-end CBR system for generating the textual summaries of time series in the weather domain. First, the system generates appropriate abstractions of a given time series with certain confidences for various abstractions. Later, it generates the textual descriptions of these abstractions. In future, we plan to analyze the $CBR_2$ in isolation with $CBR_1$ to specifically study the cases where a correct abstraction of a time series does not necessarily result in the generated textual summary similar to ground truth summary. Further, we plan to store some specific cases with poor alignment as exceptional cases in the case base. That means, in our case, a small perturbation in time series gives rise to an entirely different textual summary. This, in turn, has the cognitive appeal as humans also have few specific experiences combined with the abstract experiences formed over time.
Textual Summarization of Time Series using CBR

References

Predictive Process Mining Using a Hybrid CBR Approach for the Rail Transport Industry

Eleftherios Bandis\textsuperscript{1}, Miltos Petridis\textsuperscript{1}, Stelios Kapetanakis\textsuperscript{2}

\textsuperscript{1}Department of Computer Science, Middlesex University London, The Burroughs, Hendon, London NW4 4BT
\{M.Petridis, E.Bandis\}@mdx.ac.uk
\textsuperscript{2} School of Computing, Engineering and Mathematics, University of Brighton, Moulsecoomb Campus, Brighton NB2 4GJ, UK
S.Kapetanakis@brighton.ac.uk

Abstract. Rail transportation improvements have always been considered of high impact to society due to their tangible improvement to quality of life in modern cities. Both public and private companies are highly concerned on how travel patterns, vehicle-passenger behaviours and other relevant phenomena such as weather affect their performance since usually any travel network can be remarkably expensive to build and swiftly saturated after its public release. We propose suitable workflow similarity metrics for developing efficient performance measures for the rail industry using extensive business process workflow pattern analysis based on Case-based Reasoning. We use meta-heuristic features and extend our similarity measures to capture relevant-to-the-industry granular features and apply this work to an industrial case study. Preliminary results of this work are promising since they perform well with the complexity of the problem and can scale on demand while providing an efficient predictive accuracy. Several modelling experiments are presented, that show that the approach proposed here can provide a sound basis for the effective and useful analysis of operational sensor data from train Journeys.

Keywords: Case Based Reasoning, Process Mining, Business Process Workflows, Workflow Monitoring, Temporal Reasoning

1 Introduction

The rail transportation industry has experienced substantial growth over the last decade in terms of operational method advancement (wayside detectors, wheel profile monitors, extended sensor network), processes, software and hardware equipment (Rail Defect Test Facility, Asset Health Strategic Initiative, and others). The modernisation of the industry has led to increasing usage of computer systems for logistics, tactical, planning, performance and maintenance reasons. Therefore, significant amounts of data are continuously accumulated by many stakeholders (e.g. private rail companies and government entities). The Remote Condition Monitoring (RCM) is an example to those which allows trains to enrich both the volume and the quality of their information systems and be able to monitor their process workflows.
In the UK, railway transportation across the country is operated by multiple private organizations usually called “Rail Operators” (ROs). ROs own the trains and manage all services whereas the whole rail network infrastructure is managed by a national infrastructure provider - Network Rail (NR)- [2]. Each RO may have a bespoke business model to represent their processes and specific services running on routes. However, any operational model must be approved from NR to form a unified and functional timetable. The unified timetable shows the routes, timeframes and other relevant information that should be followed and respected by all operators. ROs must comply to the timetable timeframes to avoid disruption to other companies’ routes and to sustain the desirable level of performance.

Rail industry can experience severe reduction in performance when it comes to unexpected disruptions in service. Such disruptions are experienced by the public as delays, since a “delay” in service is a well understood term across all relevant stakeholders. Any cause of delay may be attributed to a train malfunction, temporary crew shortage and other reasons. In many cases the reasons behind a delay are difficult to identify, as it may have several contributing factors and can have a cascading effect, triggering further delays or cancellations, etc.

To be able to identify the reasons behind delays, we propose process mining techniques based on workflows to assist in deviation measurements from scheduled processes (i.e. timetable routes) against the workflows logged by the information system. Such an approach can enable process managers to identify patterns and possible bottlenecks within workflow processes. To achieve that, workflow executions should be associated with the expected business process instances (i.e. timetable). However, this has proven to be a complicated task as several bottlenecks exist within the Railway system [1].

We introduce a multi-level Case-based Reasoning (CBR) approach to achieve workflow alignment between monitoring data and business processes by considering the railway domain unique characteristics and challenges as described above. The work presented here follows on from earlier work [1]. This paper is based on the original work presented there using CBR to integrate data from timetabling, geographic and RCM data, but provides an evaluation based on several experiments done using predictive machine learning techniques including CBR to validate the effectiveness of the approach to provide real predictive insights into rail route operation as business workflows.

The rest of this paper is organised as follows: Section 2 presents the relevant literature in terms of CBR, Workflows, Process mining and hybrid models, Section 3 formulates our proposed methodology for effective process mining of rail routes a workflows, Section 4 shows our preliminary evaluation results, Section 5 presents a study based on a set of experiments and examples of analysis that has been conducted on workflow information provided by the approach and finally, we discuss our overall findings and our future research steps.
2 Related Work

Modern organisations use business process workflows to coordinate their processes, tasks, roles and synchronise their resources with the aim to improve efficiency, efficacy and profitability. Business process workflow management differs across organizations. The size, sector and strategic orientation of an organization play a key role on how they adopt, analyse and practice Business workflows [8]. A common taxonomy includes the phases of: Design, Implementation, Enactment, Monitoring and Evaluation as the workflow life cycle in Business process management [8] [9] [10]. Among those the Monitoring phase enables the supervising of business processes in terms of management (e.g. performance, accuracy) and organization (e.g. utilization of resources, length of activities etc.) [10]. Therefore, the Monitoring phase is a crucial, indicating to process managers what amendments are required to improve their processes.

CBR is an approach based on the assumption that: “problems tend to (re)-occur”. Thus, problems occurred in the past tend to re-appear in the future in a similar form. Respectively, any solutions that managed to solve previous problems may be recycled to solve currently experienced problems [11].

A requirement for CBR to work is the availability of cases. Cases are usually stored in a Case base along with their associated solutions. Based on this knowledge, CBR can produce a solution for a new problem by following the CBR process cycle defined in [12]. The four main (R) phases of CBR are: Retrieve, Reuse, Revise, Retain.

Workflow experts can use various methods to evaluate their processes, however, large or extended volumes of data can make the analysis of event logs extremely difficult. Process Mining (PM) is the technique used to extract knowledge and insights by discovering and analysing processes from event logs [13] [14]. By applying process mining, domain experts can use the derived information as feedback to design new processes or revise and enact predefined ones [15].

In the literature, several algorithmic techniques have been introduced to solve the process mining problem. Algorithms like Alpha miner and alpha+ have been used extensively but other heuristics, genetic and fuzzy algorithms have also been applied [4] [3]. Each algorithm has its limitations on a different aspect of the process discovery (e.g. fitness, simplicity and precision), and they may be unfit to areas where uncertainty, inconsistency and fuzziness is present, therefore a CBR approach may be appropriate.

Several related researches attempts to address problems around workflows. Van der Aalst et al. [16] proposed an approach that compares process models. This approach shows how the degree of similarity between process models can be measured. Also, it is being considered the fact that distinct parts of a process might have “stronger” notion than others. The results are presented on a Petri nets structure.

Dijkman et al. [17] attempts to rank business process models according to their similarities. Four distinct types of graph matching algorithms were compared to solve the similarity search problem. The produced results by the algorithms were based on a trade-off between computational complexity inherited from graph matching and the comparison accuracy. Weber et al. [18] presents a tool that is based on conversational case-based reasoning which complements an adaptive workflow management system. The tool provides knowledge to a management system and enables the adaptiveness of
predefined workflow models based on confronted circumstances. Workflow management systems produce more accurate results over time since it builds experience on the knowledge gained previously. Minor et al. [19] presented a CBR approach that allows the reuse of previous adaptations of workflow instances on the ongoing ones.

We used a graph-based system to retrieve previous cases of adaptations for each part of the workflow structure. Therefore, previous modifications that occurred on a similar case can be evaluated to be applied again. Kapetanakis et al. [7] [20] provided explanations to the intelligent monitoring of business process workflows. This approach showed how a similarity measure between workflow instances can be established considering intervals and temporal relationships using CBR. The fundamental assumption in this approach is that a workflow structure is not met during execution. Therefore, the workflow instances are identical but not same. Consequently, workflow instances marked as problematic, that seem to be similar with other instances, they probably share the same problems and require similar solutions.

## 3 A CBR approach for aligning workflow executions

CBR has been shown effective in monitoring workflow instances under uncertainty [6] [7]. Utilising CBR’s fundamental principle of “similar problems have usually similar solutions” we investigated several rail data instances to model route cases.

CBR retrieves past solutions from a case-base matching workflow instances to route-processes. In our industrial scenarios a workflow is a route stored in event log sequences and a business process is the scheduled route as planned and showed on a public timetable. In our CBR model, we treat routes as cases and their related business processes as solutions for those cases. Based on temporal and spatial data our case representation is formulated as in Figure 1.

![Fig. 1. Case representation as generated from temporal/spatial workflow data](image)

Delay patterns are often related to location and time e.g. rail platforms during peak hours can be overcrowded and this may lead to delays. Another common example are
busy junctions during certain hours causing overheads to any related services. Therefore, it is presumed that same or similar routes share similar bottlenecks (delays).

This section will present our case representation, the formulated similarity metrics for our investigated domain and their formal relevance to temporal logic.

3.1 Case Representation

A workflow process consists of multiple activities. Activities involve tasks such as “start of a journey”, “departure from a station”, “arrive on a station” or “end of a journey”. The tasks contain multi-perspective information such as:

1. Time-related information: The start and the end of each activity is marked with a timestamp. The duration of an activity is also given.
2. Location: The station of which the activity takes place
3. Relationships: One activity holds which activity follows as well as the time duration between them

General information about the workflow is also available such as: the total duration of all activities, the train unit responsible to undertake all the workflow activities, the day of the week the workflow took place and the workflow start and end time.

When CBR is adopted to provide solutions, new cases are created enclosing workflow data within cases. Therefore, a new query case will have the following structure:

\{UnitNumber_{a}, StartDay_{a}, JourneyTime_{a}, StartTime_{a}, EndTime_{a}, StationList_{a}, ActivityList_{a} \}

And for each activity:

\{StationName_{a}, StopDuration_{a}, NextStation_{a}, TimeUntilNextStation_{a}\}

3.2 General Time Theory

Our workflow data follow a sequential temporal vs. spatial pattern since they represent a variety of activities (as presented in Section 3.1) over time. To represent their sequence in a formal way we use the General Time Theory (GTT) [5] [1]. The general time theory takes both points and intervals as primitive.

A time element t is called an interval if \(\text{Dur}(t) > 0\); otherwise, t is called a point.

In our graph representation each node represents a station whereas any edge represents the duration from station A to station B. A GTT workflow representation allows for a unified log interpretation which in conjunction with the multi-level similarity representation (Section 3.3) presents a foundation for adequate CBR workflow cases [1].

3.3 Similarity Functions

We define a set of multi-level similarity functions relevant to the problem domain. Since elements of temporal information are present throughout a log journey, a GTT representation as shown in Section 3.2 allows for vectorised workflow mapping. Similarity measures are split into two levels (Levels 1 & 2) based on the workflow structure.
Level 1: Identifies relevant timestamps from workflow data. For example, Let case 1, C1 and case 2, C2 as workflow representations and C1L, C2L: their respective list of stations. For C1 and C2 if Start date is the same (Binary equal) & & Start time relies within \( \gamma \) mins fluctuation & & C1L is like C2L: based on an \( \mu \) string threshold.

\[
distance (C_1, C_2) = | StartTime_{C_1} = StartTime_{C_2} \leq \gamma | * w_1 + \\
| EndTime_{C_1} - EndTime_{C_2} =< \gamma | * w_2 + \\
| StationList_{C_1} - StationList_{C_2} | * w_3 \text{ (equation 1)}
\]

Where \( w_1, w_2, w_3 \) are empirically (expert-based) derived domain constants and

\[
w_1 + w_2 - w_3 \text{ (equation 2)}
\]

Upon successful relevance on similarity 1, a Level 2 similarity can be defined as:

\[
p_1: create relationships \Rightarrow \{[S_i, Dur(S_i), Dur(S_j), Meets S_2] ...\}
\]

\[
\text{ (equation 3)}
\]

Where \( S_i \) is a starting point, \( Dur(S_i) \) is the time spent on the station, \( Dur(S_j) \) the time till the next station, and Meets \( S_j \) the station that follows. A Level 2 similarity is based on equation 3 quadruplets as:

\[
distance (C_1, C_2) = | [S_1, Dur_{S_1}, Dur_{S_2}, S_2]C_1 - [sS_1, Dur_{S_1}, Dur_{S_2}, S_2]C_2 | * w_4 + \\
| StartDayOnlyC_1 = StartDayOnlyC_2 | * w_2 + |UN_1=UN_2 | * w_3 \text{ (equation 4)}
\]

Where \( UN_1 \) and \( UN_2 \) are actor related identification numbers

4 Experiments & Results

Our case representation, as presented in Section 3, allows for a rigid problem definition. A key challenge presented from the application domain is the lack of “solutions” due to the following reasons:

1. Constant changes at business process level. A Rail timetable changes every 6 months (seasonal). Variations in any normal operation can vary among a week before the actual service, a few days in advance, or even hours. In several cases any of the above amendments could be chained e.g. a disruptive change a few days between the DTR – LBG route may also be changed hours before the actual service. This raised significantly the fuzziness within the data.
2. Incomplete data. Our provided data although very rich in volume had substantial degree of repetition and severe incompleteness at cases.
3. Our data corpus was coming from variant datasets that posed heavy uncertainty due to their technical compatibility and inconsistencies.

To overcome the above challenges, we had several sessions with senior business process experts, analysts and industry engineers that elaborated extensively in several cases vs. right solution matches. With their help a case base was formulated containing several past workflow executions and their solutions as corresponding process models.

The CBR cycle was modified in the following way to suit the domain:

1. Retrieve: Similarity functions were defined based on the 2-level similarity model (section 3) based on multiple perspectives (such as time, resources, order flow, relations between activities, etc.)
2. Revise: when a queried case couldn’t converge in finding a similar case with
> 60% relevance, the case was tagged as a “newly” encountered pattern. A
low similarity score on cases indicated an incomplete or an “just in time” (JIT)
amended services which had no previous process model.

3. Retain: Indicated no modifications to existing cases. After every “new” case
encounter it updated the case base and pushed any case with similarity lower
than 60% to a new case base for further investigation.

For our evaluation we used an (hourly) workflow data sample of 238MB, achieving
a performance accuracy of 76% on cases vs. ranked business process from industry
experts with a 10-fold validation on 30%(test)-70%(training) split.

Motivated by the success of the initial experiment we used the trained case-base on
a substantially larger dataset of 480GB with (3 months) of workflow data. The ranked
case-base performed adequately to similar routes however a substantial number of
“newly” seen cases emerged which could not be adequately attributed.

To benchmark our approach a probabilistic approach was adopted, comparing any
new investigated case with possible nearest neighbour “paths”. An example may be
appropriate to explain the concept: Let’s assume an imaginary path of letter-labelled
stations: A, B, C, D, E and F. Our case base may contain ABC and ACF. If ABDE
comes in the 2-level similarity cannot produce convincing results whereas a probabil-
istic approach can rank ABDE as an AB variant with 50% probability and ignore ACT
since the probability to fit, there is less than 33%.

The probabilistic approach seemed to work better than CBR on the large dataset due
to sheer volume characteristics which were very hard to address. On a variant experi-
ment using 2 different datasets (one ranked by experts and the other unknown) our
methodology did achieve similar performance results: 70% accuracy on the ranked da-
taset and substantially lower (not decent enough to present) to the other. By applying a
similar probabilistic approach as to the one above the gained results seemed better com-
pared to a CBR approach.

5 Predictive Analysis of the integrated workflow data

Following the work and experiments done above we were able to produce reliable route
data for just over one-year operation for the fleet of data of one Rail Operator based in
the London area. This data covers the years 2015-2016. First a statistical data analysis
and visualisation was conducted that allowed railway engineers and planners to get
useful insights into the operation. Statistical data were provided for routes at various
times of day, different days of the week focusing on specific known “trouble spots”.

Additionally, a tool was developed that allowed to use the original RCM data to
visualise any one given journey on a route. The RO engineers and planners expressed
their satisfaction with this system. This analysis was used to design a radically different
timetable that went into effect in May 2018.
5.1 Data Analysis Experiments

Following from the original analysis of the data which was mainly statistical and visual, the authors embarked to the second phase of the project that aims to use machine learning techniques to provide additional insights into the workflow data representing the rail routes. In the first instance, the experiments concentrate on supervised learning techniques concentrating on numerical prediction and classification.

A specific known problematic route was selected. One year’s worth of journeys were elected from the dataset created as explained above. The structure of the data is as shown in section 3.1 above, containing trainHeadCode, start-time, Day, {inter-station travel times}, {station dwell Times}, arrival-time. The attributes in {} were for each of the 14 stops (no dwell time for the start and end station, or inter-station travel for the destination station). The dataset for the route had 6562 cases (all one-way travel).

A series of analysis experiments were conducted aiming at numerical prediction and then after binning of values on standard deviation multiples classification. The experiments were conducted using the IBM SPSS Modeler 18.0 tool. For the purposes of this data, specific information on routes and stations have been anonymised to protect commercial sensitivities.

5.2 Numerical prediction experiments

A first set of experiments has been set to estimate how early data in a journey can be used predict the time of arrival of the service. As such, we used specific known problem spots early in the selected route (3 segments that intersect other lines and 3 dwell times in the corresponding starting stations) to predict the overall duration of the journey. The day of the week is also used as a predictor. The results of this can be seen in table 1.

<table>
<thead>
<tr>
<th></th>
<th>Generalised Linear Model</th>
<th>Regression</th>
<th>ANN (MLP)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Minimum Error</td>
<td>-533.512</td>
<td>-525.792</td>
<td>-344.543</td>
</tr>
<tr>
<td>Mean Error</td>
<td>0.0</td>
<td>0.0</td>
<td>-0.231</td>
</tr>
<tr>
<td>Mean Absolute Error</td>
<td>72.929</td>
<td>73.386</td>
<td>71.065</td>
</tr>
<tr>
<td>Standard Deviation</td>
<td>105.81</td>
<td>106.178</td>
<td>104.845</td>
</tr>
<tr>
<td>Linear Correlation</td>
<td>0.802</td>
<td>0.8</td>
<td>0.807</td>
</tr>
<tr>
<td>Occurrences</td>
<td>6,562</td>
<td>6,562</td>
<td>6,562</td>
</tr>
</tbody>
</table>

Table 1. Numerical experiment results

Table 1 shows that the Neural network approach (Multi-layer perceptron -MLP) slightly improves on the other models. It must be stated that Regression does not consider the day of the week attribute though. An error in 70-80 seconds is quite an appropriate level of accuracy, especially as a serious delay is defined as 3 minutes or more.
5.3 Classification experiments

In addition to the numerical prediction above, classification algorithms were used after binning was applied to the predicted attribute (total Journey travel), the width of bins aligned to standard deviations for each We used an averaged 5-way folding 80%-20% cross validation to evaluate the model accuracy. The results of this are presented in Table 2. It can be seen there that Logistic regression performs best. However, simple observation on the results shows that KNN picks up more late trains, but also suffers by more “false positives”.

<table>
<thead>
<tr>
<th></th>
<th>Log Regression</th>
<th>C5.1</th>
<th>ANN (MLP)</th>
<th>C&amp;R Tree</th>
<th>KNN</th>
</tr>
</thead>
<tbody>
<tr>
<td>Correct</td>
<td>1124</td>
<td>86.26%</td>
<td>1104</td>
<td>84.72%</td>
<td>1117</td>
</tr>
<tr>
<td>Wrong</td>
<td>179</td>
<td>13.74%</td>
<td>199</td>
<td>15.28%</td>
<td>186</td>
</tr>
<tr>
<td>Total</td>
<td>1304</td>
<td></td>
<td>1304</td>
<td></td>
<td>1304</td>
</tr>
</tbody>
</table>

Table 2. Classification experiment results

There is room for more such experimental work, trying different attribute selections, guided by the rail experts. This work is currently under way.

6 Conclusions

This work presents transport friendly approach to break down the complexity of temporal spatial data and attempt to identify workflow patterns and trends over time. We propose a new multi-level similarity approach that can elicit meta-heuristic features and can assist in capturing relevant granular features. We presented some preliminary results from our work on real industry case study, although our results were affected from the investigated dataset(s) bias, limited ranking and very large volume and variety. In our future work we plan to improve substantially our model towards automatic detection of workflow differences, mine patterns efficiently and work on ways to tackle large data volumes and dataset discrepancies and ill-balanced data. We will also work on establishing benchmark tools to enhance the accuracy, precision and recall of our proposed methodology while also combining the current analysis with more supervised and unsupervised machine learning algorithms to produce a more rounded view of the knowledge encapsulated in the data. This will be done by analysing the interaction between more than one routes and concentrating on known “trouble spots” in the network.
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1 Introduction

Emoji are often associated with the meaning “picture-word”, as e can be translated to “picture”, mo to “writing” and ji to “character”\(^1\). Their increasing importance is well documented by statistical data (e.g. [17]) and some authors even discuss a possible shift towards a more visual language [23, 12]. The integration of emoji in written language can be easily observed in the growing number of emoji-related tools and features – e.g. search-by-emoji\(^2\), and the Emoji Replacement and Prediction features implemented in iOS 10\(^3\). These features explore the relation between concepts and their representation in emoji.

Despite the constant addition of new emoji, there are still a large number of concepts that do not have a representation. Several attempts have been made to complement emoji lexicon, some of which resulted in new emoji being officially added to Unicode Standard. The nature and goals of such attempts are not always the same. Some examples are: to propose culture-specific emoji\(^4\); to

\(^1\) \url{unicode.org/reports/tr51/proposed.html}, retr. 2018
\(^3\) \url{macrumors.com/how-to/ios-10-messages-emoji/}, retr. 2018.
\(^4\) \url{finland.fi/emoji/}, retr. 2018
increase the scope of a certain trait (e.g. curly hair\(^5\)); to help abuse victims communicate\(^6\); or even to just propose “missing emoji” (e.g. condom\(^7\) and taco\(^8\)).

In 2015, the Unicode Consortium decided to add “skin tone” modifiers (characters that could modify other emoji) to Unicode core specifications. One year later, the ZWJ (Zero-Width-Joiner) mechanism was also implemented – an invisible character to denote the combination between two characters [1]. This development meant that new emoji could be created by combining others.

By having these combination mechanisms as inspiration and following the idea presented in [9], we believe that the connection between the pictorial character of emoji and its associated semantic knowledge can be explored in the generation of visual representations for concepts. In this paper, we present Emojinating – a tool which allows the user to introduce a concept and automatically presents emoji that represent it. Three resources are used: Twemoji\(^9\), EmojiNet [34] and ConceptNet [31]. By combining semantic network exploration with visual blending, it not only searches for existing emoji but also produces new ones. There is great potential for its usage in brainstorming activities, leading to creativity stimulation and ideation fostering. The system behind Emojinating was thoroughly described in [10]. For this reason, we will not go into much detail, but will instead focus on the analysis of the generation and representation for single-word concepts – in [10] only double-word ones were addressed.

The remainder of this paper is organised as follows: section 2 summarises the related work; section 3 describes our approach; section 4 analyses the results obtained in the representation of 1509 nouns from the New General Service List [4]; and section 5 presents our conclusions and directions for future work.

2 Related Work

Previous research on emoji can be divided into five main topics: Meaning, Sentiment, Interpretation, Role in communication, Similarity, and Generation. Concerning emoji meaning, word embedding techniques are normally used with different data sources (e.g. [13, 3, 16]). Emoji sentiment is often calculated from the sentiment of the text in which they occur (e.g. [25]) and has been used to study the intentions for using emoji [21]. Miller et al. [24] described how the interpretation of meaning and sentiment of emoji change within and across-platforms, and Rodrigues et al. [30] studied interpretation differences between users and developers. Research on the role of emoji in written communication addresses several topics: e.g. redundancy and part-of-speech category [14], emoji function [15], effect on reading time [19], emoji as semantic primes [33], among

---

\(^5\) [adage.com/article/digital/dovelaunchescurlyhairedemojisaddressvoid/301203/, retr. 2018]
\(^6\) [webcollection.se/bris/abusedemojis/, retr. 2018]
\(^7\) [businessinsider.com/durexcondomemoji-for-safe-sex-2015-11, retr. 2018]
\(^8\) [tacobell.com/stories/Tacoemoji, retr. 2018]
\(^9\) [github.com/twitter/twemoji, retr. 2018]
others [22, 7, 20]. In terms of similarity between emoji, Ai [2] semantically measured emoji similarity. Other authors used emoji vector embeddings to identify clusters of similarity [16, 3]. Pohl et al. [27] organised emoji in a relatedness-hierarchy. Wijeratne et al. [35] built a dataset of human-annotated semantic similarity scores – EmoSim508.

Literature is scarce on emoji generation and most work uses Generative Adversarial Networks to replicate existing emoji, e.g. [28, 29]. The quality of the results is significantly lower when compared to the one of official emoji.

2.1 Variation and blending

Several applications allow some degree of variation in emoji (or equivalent graph-icon), e.g. Windows Live Messenger\[10\] enabled the creation of emoticons through image uploading and Slack\[11\] currently has the same feature. Moreover, there are other applications that consist in face-related customisation, e.g. Bitmoji\[12\]. These examples and the emoji proposals (presented in the introduction section) show that there is potential in emoji combination and generation. It is our belief that visual blending can be used to represent novel concepts.

Current computational approaches to visual blending can be divided into two groups according to the type of rendering used: (i) picture or photorealistic rendering; and (ii) non-photorealistic (e.g. pictograms or icons). Examples of the first group are: Steinbrück [32] who combined image processing techniques with semantic knowledge gathering to produce images in which elements are replaced with similar-shaped ones (e.g. round medical tablets are transformed into globes); and Vismantic [36] – a semi-automatic system that produces visual compositions for specific meanings (e.g. Electricity is green is represented as the fusion between an electric light bulb and green leaves).

On the other hand, a categorisation can also be done in terms of where the blending process occurs: some interpret or visualise previously produced conceptual blends, e.g. Pereira and Cardoso [26] experimented with conceptual

\[10\] news.microsoft.com/2003/06/18/msn-messenger-6-allows-im-lovers-to-express-themselves-with-style/, retr. 2018

\[11\] get.slack.help/hc/en-us/articles/206870177-Create-custom-emoji, retr. 2018

\[12\] bitmoji.com, retr. 2018
blends produced for the input spaces house and boat; others use blending only at the visual level, e.g. Correia et al. [6] generated faces out of existing ones by recombining face parts; and in others, which can be called hybrid, the blending process starts at the conceptual level and only ends at the visual level, e.g. Cunha et al. [8] generated visual conceptual blends for the concepts pig, angel and cactus. In addition, some authors combine entire signs, e.g. [5], while others combine parts, e.g. the blend of Pokémon13.

The project most similar to ours is Emojimoji14, an emoji generator which randomly merges two emoji. However, none of abovementioned work addresses our main subject – using existing emoji and associated semantic knowledge for developing a tool to aid in ideation.

3 The approach

Before emoji, emoticons were used to express emotions in Computer-Mediated Communication. One of their advantages is the potential for customisation and variation. Whereas emoji are inserted as a whole in the text, emoticons are the result of a combination of individual components [15] – e.g. “:” + “)” = “;).” The changeable parts not only allow a high degree of visual variability but also the exchange of a component leads to a change in the meaning. This is one of the reasons why they are still being used as alternative to emoji [18]. We follow a similar approach in the generation of novel emoji, having the modifier and ZWJ mechanisms as inspiration. By taking advantage of the emoji connection between pictorial representation and associated semantic knowledge, we aim to develop a computer-aiding tool for creativity fostering and icon design.

Emojinating has two main functionalities: (i) search for existing emoji and (ii) generation of new ones. In order to implement these two functionalities, we combined data from the following online resources: Twitter’s Twemoji 2.3 – a dataset of fully scalable vector graphics with 2661 emoji; EmojiNet – a machine readable sense inventory for emoji built through the aggregation of emoji explanations from multiple sources [34], containing 2389 emoji; and ConceptNet – a semantic network originated from the project Open Mind Common Sense [31], which we use to obtain concepts related to the one introduced by the user.

Twitter’s Twemoji dataset, despite allowing an easy blending process due to the layered structure of the vector images, does not have any semantic data associated. For this reason, EmojiNet was used. We extract, for each emoji, the name, definition, keywords, senses and unicode from EmojiNet, which are used as criteria in the search for emoji. These are afterwards matched with the images from Twemoji and used to retrieve emoji related to the user-introduced concept.

3.1 How it works

The system searches for existing emoji semantically related to the introduced concept (T1) and complements this search with a visual blending process which

---

13 pokemon.alexonsager.net, retr. 2018
14 emblemmatic.org/emojimoji, retr. 2018
generates new emoji (T2). After gathering the emoji, it presents them to the user. The blending process is useful in cases when there is no existing emoji that matches the concept but also to suggest possible alternatives. The system output is a variable number of visual representations for the introduced concept, composed of existing (E) emoji, related (R) emoji and generated blends (B). The system makes use of three main components:

1. **Concept Extender (CE)**: based on a given concept, uses ConceptNet to search for related concepts;
2. **Emoji Searcher (ES)**: searches for existing emoji that are semantically related to a given word, using semantic knowledge provided by EmojiNet;
3. **Emoji Blender (EB)**: receives two emoji as input and returns a list of possible blends.

In this paper, we decided to only address single-word concepts. The blends for single-word concepts are generated using double-word related concepts. The different components are used in the gathering and production of emoji. For the retrieval of existing emoji the ES component is used. In the gathering of related emoji, CE and ES are used. The search is currently being conducted for two levels: directly related concepts (1st), and second degree concepts – i.e. indirectly related (2nd). Regarding emoji blending, the system firstly collects related concepts (using CE), then searches for existing emoji for the concepts (using ES) and finally blends them (using EB).

Knowledge from the different resources is used to generate novel representations. One example is the blend for generation (Fig. 1). Firstly, CE is used to retrieve the related concept baby boom. Then, semantic knowledge associated with emoji is used by ES to obtain matching emoji: the baby (from the name) and the collision emoji (from the keyword “boom”). Finally, the blending process makes use of attribute-based and positioning knowledge, which is retrieved from existing emoji (i.e. the baby emoji is placed according to the position of the collision emoji).

3.2 Interface

The aim of the Emojinating platform is to allow the user to input a concept and receive emoji that represent it. As such, the interface has two main areas: the search area and the results area. The search area contains a search field in which the user writes words to search. After conducting the search and generation of emoji, the results are presented to the user in the results area. This area is divided into four sections: (i) the generated blends section which shows the blended emoji; (ii) the existing emoji section which shows emoji retrieved from the search for the introduced word(s); (iii) the related emoji (1st level) section which shows emoji for directly related concepts to the one introduced; and (iv) the related emoji (2nd level) section which shows emoji for indirectly related concepts (directly related to related concepts).

The user is able to download any emoji by clicking on it. Despite being a simple interface, we consider that it serves its purpose as it allows the input to be given and presents the results in a perceptible way.
Table 1. Number of nouns with each type of emoji – related (R) 1st and 2nd level, blended (B), either R or B, and neither R or B – and the presence of existing emoji (E). The number of emoji considered in R does not include the ones that also exist in E.

<table>
<thead>
<tr>
<th></th>
<th>R 1st</th>
<th>R 2nd</th>
<th>B</th>
<th>or R</th>
<th>nor R</th>
</tr>
</thead>
<tbody>
<tr>
<td>E</td>
<td>927</td>
<td>853</td>
<td>683</td>
<td>707</td>
<td>921</td>
</tr>
<tr>
<td>E</td>
<td>582</td>
<td>414</td>
<td>529</td>
<td>636</td>
<td>578</td>
</tr>
</tbody>
</table>

Fig. 2. Percentage of nouns in relation to the percentage of noun’s existing emoji in terms of semantic information source, e.g. 29.45% of the nouns with existing emoji have none of their emoji (0%) with “definition” as source of their semantic information (first bar on the left). Sources are: Definition, Name, Keywords and Senses.

4 Results and discussion

In this section, we present and discuss the experimental results. We begin by describing the setup of a test for the assessment of the system’s quality in terms of gathering existing emoji and generation of new ones. Afterwards we present and analyse the results.

In order to evaluate the system, we used a list of concepts, containing concepts with and without official emoji representation. The list selected was the New General Service List [4] as it consists of a core vocabulary of 2801 words for second language learners. As most emoji represent nouns, we decided to apply this restriction to the list. Using RiTa library (part-of-speech tagging function), the list was reduced to 1509 nouns. The system was used to produce emoji for each concept of the list and output was analysed in terms of production and quality. Given the large number of nouns, we are still conducting user evaluation on output quality, and at this stage we tested the full set with two users.

4.1 Analysing the production of emoji

In general, the system is able to produce emoji that reflect the meaning of the noun, both related (e.g. change) and blended (e.g. generation) – see Fig. 1. From the 1509 input names the system is only unable to produce emoji for 4 nouns (protein, incentive, immigrant and refugee), as observed in Table 1. It produces existing emoji for 927 nouns, 1st level related emoji for 1267 nouns, 2nd level related emoji for 1212 nouns and blends for 1043 nouns.

The most significant source of semantic information is senses, with 59.44% of nouns have the majority of their emoji related to senses, 38.3% have all the emoji (100%), and only 23.3% have none of the emoji (0%) related to senses (Fig. 2).
Table 2. (a) Quality of Related and Blend emoji – (1) none represents the noun, (2) bad, (3) neutral, (4) good and (5) obvious, expressed in number of nouns. (b) Usage of generated emoji (related and blends) vs presence of existing emoji (E), expressed in number of nouns. Nouns with existing emoji were divided into: good (at least one existing emoji represents the noun) and bad (no existing emoji represents the noun).

<table>
<thead>
<tr>
<th>Related</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>692</td>
<td>253</td>
<td>287</td>
<td>215</td>
<td>31</td>
<td>1478</td>
</tr>
<tr>
<td>Blended</td>
<td>668</td>
<td>187</td>
<td>108</td>
<td>74</td>
<td>6</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>E</th>
<th>good</th>
<th>112</th>
<th>675</th>
<th>4</th>
<th>791</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>bad</td>
<td>65</td>
<td>69</td>
<td>2</td>
<td>136</td>
</tr>
<tr>
<td></td>
<td>E</td>
<td>288</td>
<td>290</td>
<td>4</td>
<td>582</td>
</tr>
<tr>
<td></td>
<td></td>
<td>465</td>
<td>1034</td>
<td>10</td>
<td>1509</td>
</tr>
</tbody>
</table>

It is also important to notice the value of definition, with 43.04% of nouns with the majority of their emoji related to definition, 26.86% with all the emoji, and 26.86% with none of the emoji. These two sources highly contrast with the rest, as well as, with combinations among them.

4.2 Analysing the quality of generated emoji

The system’s ability to retrieve related emoji and produce blends does not mean that produced emoji correctly represent the concept. We firstly evaluated the results from gathering of related emoji and blending of new ones, associating an integer from 1 (does not represent the noun) to 5 (represents in an obvious way). This value concerns the best exemplar (if such exists). The obtained results can be seen in Table 2 (side a).

On the other hand, some of the sources used to retrieve existing emoji are not official but result from user attribution (e.g. senses). For this reason, there is no guarantee that they represent the concept well. To evaluate the quality of the existing emoji we attributed a binary value corresponding to wether it represents (good) or not (bad) the concept. Afterwards, we identified if at least one of the generated emoji (related or blended) can be selected to represent the noun (S) – i.e. it is as good or better than the existing emoji.

From this analysis it is possible to divide the nouns into several groups (see Table 2, side b):

1. **Gs & E** – a generated emoji was selected to represent the noun (S) despite the presence of existing emoji (E). Three situations occur: (a) Good E but the generated ones are even better. This is the best case scenario and had an incidence of 112 out of 921 emoji with Existing and Generated emoji (12.16%), which we consider a good result – e.g. musician, release, roof and wave in Fig. 1; (b) Bad E and the generated ones are better. We do not
consider the results for this group very good as the generated were only selected in 65 from a total of 134 nouns with generated and bad existing emoji. One reason for this may be the abstract nature of nouns; (c) Equally good. The generated emoji are as good as the existing emoji. This is often related to different meanings for the same noun – e.g. change and speaker in Fig. 1;

2. Gs & E: There are no existing emoji and the system is able to generate emoji that represent the noun well – e.g. initiative, proof, generation and review in Fig. 1;

3. Gs & E: The system is not able to generate anything better than the existing emoji. Two situations occur: (a) Good E. This is the case with most incidence (675 nouns). This is easy to justify as some nouns have officially associated existing emoji (we did not determine which and we consider it as future work) – e.g. cat and sun in Fig. 1. The fact that the generated were not selected, does not mean their quality is not good – it was just not enough to surpass the existing emoji. This may be due to the metaphoric quality of generated emoji; (b) Bad E. Despite the bad quality of existing emoji, the generated ones are not considered better. One reason for this may be the abstract nature of the nouns;

4. Gs & E: the system does not produce anything good enough to represent the noun. This is the worst situation.

Despite stating that the number of nouns with existing emoji is 927 (Table 1), the number of nouns well-represented with existing emoji is only 791 (Table 2, side b). The number of nouns for which the system is not able to produce an adequate emoji is 365 \((badE \ G\bar{S} + (E \ G\bar{S}) + (badE \ G) + (E \ G))\). This means that the system is able to present the user with representative emoji for 1144 nouns out of 1509 (an increase of 44.63% when compared to the initially well-represented 791 nouns) – see examples in Fig. 1. It is important to bear in mind that the initial number of well-represented nouns would be even lower if we did not consider the emoji retrieved using non-official semantic knowledge (gathered from EmojiNet). Moreover, some of the nouns are abstract and thus highly difficult to represent (e.g. everyone). Other nouns do not have any representative emoji, despite having a great number of retrieved ones.

5 Conclusion and future work

We presented and described Emojinating – a platform which searches for existing emoji and automatically generates new ones, based on a user-introduced word. It combines Semantic Network exploration with visual blending. In order to assess the system’s quality in terms of production and output, we produced representations for 1509 nouns from the New General Service List. The system was able to produce emoji for the majority of the nouns, achieving novelty and good quality of representation.

We consider that there is a large range of possible applications for the system, e.g. aiding in ideation, helping in icon design (generated representations should
not be seen as final result as adjustment may be necessary, e.g., legibility issues) or even providing resources for information visualisation (as described in [11]).

Future enhancements include: (i) extending the evaluation to double-word concepts, (ii) increasing the number of evaluators, (iii) studying the relation between nature of nouns and system’s performance, and (iv) distinguishing between official emoji and user-associated ones.

**Link** *Emojinating* will be available at [http://rebrand.ly/emojinatingICCBR](http://rebrand.ly/emojinatingICCBR).

**Acknowledgements** This research is partially funded by: Fundação para a Ciência e Tecnologia (FCT), Portugal, under the grant SFRH/BD/120905/2016. This work includes data from ConceptNet 5, which was compiled by the Commonsense Computing Initiative. ConceptNet 5 is freely available under the Creative Commons Attribution-ShareAlike license (CC BY SA 4.0) from [http://conceptnet.io](http://conceptnet.io). The included data was created by contributors to Commonsense Computing projects, contributors to Wikipedia projects, Games with a Purpose, Princeton University’s WordNet, DBPedia, OpenCyc, and Umbel.
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Preface

Inspired by the precedent-setting video competition sponsored by the Association for the Advancement of Artificial Intelligence, we ventured to undertake our inaugural video competition at the International Conference on Case-Based Reasoning last year. We aspired that the videos (strictly limited to no more than five minutes each) would educate students, highlight interesting research, demonstrate relevant applications, and even entertain. During breaks between the sessions, the discussions of both the competitors and the spectators filled the hallways of the conference venue at the Norwegian University of Science and Technology with a palpable excitement. Even after returning home, participants continued to electronically share the nominees and winning videos with their colleagues around the world.

Propelled by this success, we began in earnest to organize a fitting sequel at the conference this year. Fortunately, the competitors again exceeded our expectations in both technical content and production value. Therefore, over the following pages, we share the abstracts of five peer-reviewed and accepted submissions. Of course, if a picture is worth a thousand words, as the classic idiom asserts, then so much more a video. Thus we urge you to browse the competition website at the following address to watch the videos for yourself. And, keep in mind your favorites because, starting this year, instead of an awards committee, we’re opening up the voting to everyone attending the conference in person. Thanks to the conference organizers, program committee, and competitors, we hope that you enjoy the videos as much as we do.

http://sce.carleton.ca/~mfloyd/ICCBRVC2018/

July 2018

Michael Floyd
Brian Schack
Evolutionary Computations and Case-Based Reasoning: A Brief Survey

Hayley Borck
Adventium Labs,
111 Third Avenue South, Suite 100, Minneapolis, Minnesota, USA

Abstract. Genetic Algorithms (GA) and Evolutionary Computations (EC) are effective techniques, for achieving optimal or near optimal solutions which have gained explicit attention of researchers over the last decade, and is still growing each year. Many current research areas in Case-Based Reasoning (CBR) such as case adaptation, feature weight selection, case base creation and maintenance, and case injection can be solved with help from optimization techniques. Evolutionary Computations can also benefit from Case-Based Reasoning through techniques which create or inject individuals in the population. CBR and EC can also be used in conjunction as separate systems each solving a part of a larger problem. This video is a brief survey of EC and CBR hybrid systems which highlights several works in different categories of the types of hybrid system. In addition to the systems highlighted, a more complete set of citations of the body of work is included in the credits.

Keywords: Case-Based Reasoning, Evolutionary Computations, Genetic Algorithms, Survey
Knowledge Tradeoffs in Case-Based Reasoning*

Devi Ganesan and Sutanu Chakraborti

Artificial Intelligence and Databases Lab,
Indian Institute of Technology Madras, Chennai, India

Abstract. Case-based reasoning (CBR) is a problem-solving paradigm that re-uses the solution of past experiences to solve new problems. Within a case-based reasoner, the domain knowledge is distributed across four knowledge containers namely Case Base, Vocabulary, Similarity, and Adaptation. It is a known fact in the CBR community that knowledge can be interchanged between containers. However, the explicit interplay between them, and how this interchange is affected by the knowledge richness of the underlying domain is not yet fully understood. We attempt to bridge this gap by proposing footprint size reduction as a measure for quantifying knowledge tradeoffs between containers. In this video, we use entertaining examples to introduce case-based reasoning and footprint set. Further, we motivate the proposed measure derived from footprint set to quantify knowledge tradeoffs between containers. Due to time constraints, the scope of this video does not include the evaluation of the proposed measure.

Keywords: Case-Based Reasoning, Knowledge Containers, Footprint Set, Footprint Size Reduction, Knowledge Tradeoffs

Medical CBR Assistant System: Web-based Collaborative Learning Platform*

Sara Nasiri, Katharina Brenner, Christopher Göbel, Marc Wildermuth, Kevin Klöckner, Oliver Koch, Tenantsa Balaye N‘kantio, Johnson Momo Kagho, Francis Kenne Wamba, and Madjid Fathi

Institute of Knowledge Based Systems and Knowledge Management, University of Siegen, Siegen, Germany

Abstract. Case-based reasoning methodology is utilized to develop a web-based collaborative learning platform for medical students. The main objective of this platform is learning how to diagnose different diseases-cases in a playful way with different modules e.g., lesson, Medduell and checker. Students can also exchange their knowledge and experiences with the fellow students and their professors which are the domain expert of our CBR system. This platform is developing by informatics and business informatics students involved in the MedAusbild1 student group project (SS2018) based on the core algorithm and content of DePicT Dementia CLASS. Our main idea is to create a learning assistant system for new medical students at the University of Siegen. Therefore, we have selected CBR methodology for our proposed platform to perform adaptive learning with the positive development-loop between developers/users (students) inside the university to learn effectively, retain the case base efficiently, and update the whole CBR system dynamically. Further work will involve extending the development of the proposed platform in light of current evaluation results and based on the new features and cases for the other diseases.

Keywords: Case-Based Reasoning, Medical Education, DePicT Dementia CLASS
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1 https://www.eti.uni-siegen.de/ws/projekte/medausbild/index.html.en?lang=en
AROMatiC: AbstRactiOn Model Comparison*

Manuel Striani
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University of Torino, Torino, Italy

Abstract. Process model comparison can be exploited to assess the quality of organizational procedures, to identify non-conformances with respect to given standards, and to highlight critical situations. Sometimes, however, it is difficult to make sense of large and complex process models, while a more abstract view of the process would be sufficient for the comparison task. In this paper, we show how process traces, abstracted on the basis of domain knowledge, can be provided as an input to process mining, and how abstract models (i.e., models mined from abstracted traces) can then be compared and ranked, by adopting a similarity metric able to take into account penalties collected during the abstraction phase. The overall AROMatiC framework has been tested in the field of stroke management, where we were able to rank abstract process models more similarly to the ordering provided by a domain expert, with respect to what could be obtained when working on non-abstract ones.

Keywords: Semantic Process Mining, Knowledge-based Trace Abstraction, Process Model Comparison, Medical Applications, Stroke Management

C2C Weighting and C2C Trace Retrieval*

Xiaomeng Ye
Indiana University Bloomington, Bloomington, USA

Abstract. In this video, we first talk about feature weighting methods in k-nearest neighbors algorithm, which is based on the assumption that cases of the same class share similar features. We then introduce class-to-class (C2C) weighting, which is based on the assumption that cases of two classes are different in a consistent manner. C2C weighting learns the difference pattern between cases of different classes, and reuses the learned pattern in classification tasks. When using C2C weighting, a comparison between a query and a case not only tells us whether they match or not, but also suggests where else to look if they do not match. A series of such suggestions build up the traces. Using these suggestions, we invent a fast retrieval method called C2C trace retrieval.

Keywords: k-Nearest Neighbor, Class-to-Class Weighting, Feature Weighting
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Preface

This year marks the tenth anniversary of the ICCBR Doctoral Consortium (DC). The DC was designed to nurture PhD candidates by providing them with opportunities to explore and obtain mutual feedback on their research, future work plans, and career objectives with senior case-based reasoning (CBR) researchers, practitioners and peers. We are proud to carry on the tradition with a cohort of seven doctoral students from five different countries.

PhD candidates who applied to the program submitted summaries of their doctoral research. In their research summaries, they detailed the problems they are addressing, outlined their proposed research plans, and described progress to date. Accepted applicants were paired with mentors, who helped them to refine their research summaries in light of reviewer feedback. The updated research summaries, which appear in this volume, were then orally presented at the ICCBR DC in Stockholm, Sweden, on July 10, 2018.

This year’s participants presented a broad array of ongoing CBR research. Marta Caro-Martínez discussed the design of case-based recommender systems with new explanation techniques for explainable artificial intelligence (XAI). Zohreh Dannenhauer presented work on case-based explanation for goal-driven autonomous agents. Amar Jaiswal described case-based treatment recommendation for non-specific musculoskeletal disorders. Maximiliano Miranda explained how CBR can help to create artificial agents that play video games in a more human-like manner. Jakob Michael Schoenborn described the importance of generating trustworthy explanations and the minimal amount of knowledge necessary for a CBR system to do so. Eriya Terada presented a textual CBR approach to interactively assisting users with writing tasks. Anjana Wijekoon discussed reasoning with multi-modal sensor streams for m-Health applications.

We gratefully acknowledge support from the National Science Foundation (NSF) and the Artificial Intelligence Journal (AIJ), which helped to defray the cost of student participation in the DC. We also thank all of the students, mentors, and program committee members who worked so hard to make the DC a success. We would especially like to thank our invited speaker, David Leake, for sharing his insight and invaluable advice with the next generation of CBR researchers. We trust that this tenth annual ICCBR doctoral consortium was of interest and benefit to the student participants and to the CBR research community as a whole, and we look forward to the next ten years of ICCBR DCs.
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Recommender Systems and Explanations Based on Interaction Graphs and \textit{Link Prediction} Techniques*
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\textbf{Abstract.} This work presents the motivation, research plan, goals and progress to date for my PhD. The main research line of my PhD is the study and design of recommender systems based on interaction graphs and \textit{link prediction} techniques, the way of developing explanations for this type of recommenders and the way of visualizing explanations for getting the best user satisfaction.

1 \hspace{1pt} \textbf{Introduction}

Nowadays, the amount of information that we can find on the Internet is immense. Although it provides an staggering number of products and experiences for users, it also can be a problem when users do not know what products are more suitable for their needs. Recommender systems play an important role in the resolution of the information overload problem and provide techniques to suggest interesting products for users [16]. These systems help users to pick new products more efficiently and effectively according their preferences, making easier the classification task and the acquisition of items through new technologies [17]. Nevertheless, many times, recommender systems act as black boxes for users; they recommend a list of personalized items without justifying why these items are the most appropriated for the target user. Therefore, users do not understand recommenders; they do not trust them and intention to reuse them decreases. In recent years, research in explanations for recommender systems has increased with the goal of solving this problem and improving user perception and acceptance of this type of systems [6].

Traditionally, recommender systems are based on previous user interactions or are based on interesting products for similar users to the target user. Another way of tackling the problem lies in representing the user interactions as a user-graph or an item-graph and using these graphs for making recommendations.

* Supported by the UCM (Research Group 921330) and the Spanish Committee of Economy and Competitiveness (TIN2017-87330-R)
This solution presents advantages over traditional methods: it does not require ratings from users of recommended products or additional information on items.

Link prediction is a technique used in social network analysis [5] that determines which new links will appear or disappear between graph nodes using similarity measures [11, 20]. A recommendation can be seen as a link prediction problem: given a graph that represents interactions between users and products, we can predict the appearance of a new link between a user node and an item node. There are studies that use link prediction techniques as a recommender method [3, 21, 4] and other ones that use them as an explanation method [1]. But there is still more work to do in this field and techniques from social network analysis unexplored.

On the other hand, research in visual explanations is increasing. Visualization facilitates the user understanding about why a system recommends an item. In explanations that we can find in the state-of-the-art of the problem, the most common justifications are described by natural language and textual information. Recently, new studies have begun to try new ways of providing explanations, more visual and interactive [19, 6, 9].

2 Research Plan and Goals

The main goal of this thesis is the study and development of explanations in recommender systems based on interaction graphs and methods of social network analysis. Moreover, we will study and implement new different visualization modes of explanations for this type of recommender systems. We consider four goals to develop my PhD thesis:

- **Objective 1.** Study Explainable Artificial Intelligence (XAI) and explanations for recommender systems and decision support systems. The final goal of this study is to generate a formalized classification model for explanations. This model can help to design explanations in a better way, making developers take into account all the aspects that the explanation must have for their purposes. The most important contribution of this work is the formalization, that will help to build an ontology for explanations in recommender systems.

- **Objective 2.** Study, design and develop different recommender methods based on interaction graphs and techniques of social network analysis, like link prediction. A graph can represent how users interact with items (they buy products, they rank movies, etc.) if we use nodes as users and items and we use links as an interaction. With link prediction techniques, we can know if a link will be formed between two nodes. If two nodes (a user node \(X\) and an item node \(Y\)) have a probability of joining together, then this item \(Y\) can
be recommended to this user \( X \) as an interesting item for \( X \).

- **Objective 3.** Explain recommendations of graph-based systems with \textit{link prediction} techniques and more social network analysis techniques. As in other types of recommender systems, including explanations for graph-based recommender systems will improve the user trust, acceptance and satisfaction. The most used techniques for implementing explanations are machine learning and knowledge-based methods \[10\]. However, recommender systems based on interaction graphs do not provide the information required by these algorithms, like user preferences or background context. We only own information about the user-item interaction on that specific system. \textit{Link prediction} techniques can help us to solve the problem and design and develop good explanations for recommendations based on graphs \[1\].

- **Objective 4.** Study different visualization modes for explanation systems based on graphs and study which ones offer better results for user satisfaction and usability. We will examine alternatives and new approaches and we will evaluate which ones adapt better to this type of explanations.

\section{Motivating example}

In order to illustrate the work around this thesis proposal, we depict an example of explanations in a recommender system of TV series. It works using the interaction graph formed when a user watch a TV series, with user and TV series as nodes, which are linked if a user \( U_i \) has watched the TV series \( i_j \). \textit{Link prediction} techniques for recommendation will be applied over the user-user graph, created as a projection of the original graph. In the user-user graph, nodes represent users and two nodes are linked when both users have watched at least one TV series in common. Figure 1 shows an example where we can find the TV series that each user already watched and the corresponding user-user graph.

The recommendations are based on the similarity between nodes, which is calculated using the \textit{link prediction} similarity measure called Common Neighbors (CN): the similarity between two nodes is the number of neighbors that they have in common. Following the previous example, the most similar user to \( U_1 \) is \( U_3 \) because she is the user with most common neighbors with \( U_1 \). Therefore, the system will recommend the TV series “Westworld” to \( U_1 \) and the explanation provided looks like that “Westworld” is a TV series watched by \( U_3 \) (and not already watched by \( U_1 \)), who is the most similar user to her.

Regarding the previous example, we could address different ways to visualize the explanation using graphs, analyzing the advantages and drawbacks that should provide. For example, we could display a region of the graph drawn in Figure 1 with visual modifications in the nodes (color, size or shapes) or the links (thickness, length or tags) in order to clarify user \( U_1 \) that \( U_3 \) is similar to her, so it leads the recommender system to suggest “Westworld”.

206
4 Description of the progress to date

Objectives 1 and 2 have been already started. We started objective 2 two years ago, finishing the work last year. We applied the new recommender methods, outlined in the previous section, to an online judge, a platform where users can submit solutions for programming problems in order to achieve a verdict for this solution. We designed two recommendation approaches using link prediction techniques: based on a user-user graph and based on an item-item graph. The results were described in a Master thesis (in Spanish)[12] and we published two research papers [8, 2].

Objective 1 has been developed during this year. It has been focused on the study of the state-of-the-art of the problem [18, 13], on taxonomies of explanations [14, 15] and on studies about new techniques, tools or explanation systems [10, 7]. Currently, we are working on a new classification model of explanations for recommendations that has been submitted to the Workshop on CBR for the explanation of Intelligent Systems at ICCBR18.

References

Case-Based Explanation for Goal Monitoring

Zohreh A. Dannenhauer
Wright State University, Dayton OH 45324, USA
alavi.3@wright.edu

1 Introduction

Real world autonomous agents will be expected to manage their behavior across many complex situations and to solve severe problems that arise while pursuing their goals. This work considers agents that are operating in partially observable worlds which are changing due to external events. These events are not always visible for these agents and may cause them to fail in achieving their goals and plans. The agent should be able to explain the cause of these changes and adjust their goals and plans to perform competently. Specifically this work addresses the research problem of how to best monitor the world for those changes that affect the agent’s goals.

My research focuses on Goal-Driven Autonomous (GDA) Agents [9]. Goal-driven autonomy involves recognizing unexpected or possibly new problems, explaining the causal factors underlying the problems and generating goals to remove the cause of the problems in order to achieve the given task. The GDA agent itself is expected to identify situations in which new goals are to be formulated or current goals changed and abandoned [3, 8]. Identification of these situations is where plan monitors and goal monitors are needed. My previous work showed that plan monitors can enable a planner to respond to changes in the world during plan generation without having to restart planning from the beginning [7]. However, there are some changes that affect the agent’s goal which are outside the scope of plan monitors. Hence the need for goal monitors which is the focus of my current work.

We adopt the classic planning formalism where goals are a state or subset of a state that an agent tries to achieve, where any given goal \( g \subseteq s \in S \). The agent’s goal agenda \( G = \{ g_1, ..., g_c, ..., g_n \} \) contains the current goal \( g_c \) and any other goals it may pursue. A goal monitor includes two major conditions. First the monitor encapsulates environmental conditions whose change signals the need for goal reconsideration. Second the monitor includes a specification of the response (e.g., goal abandonment) if perceptions detect the first condition.

If the agent formulates a goal on its own, it should have a reason for doing so. These reasons establish the means for monitoring that the goal is still worth achieving. Explanatory goal monitors assume that the goal was formulated in response to a discrepancy between the agent’s expectations and observations [1, 6]. Meta-AQUA [5] is a story understanding system that applies the methods of case-based reasoning to understand what event caused the expectation failure. It provides the causal antecedents that cause the failure. These antecedents provide the environmental conditions that must persist for the goal to remain valid. Goal monitors observe these conditions and provide the
response if they change. Goal monitors are created using information from explanation cases in Meta-AQUA.

The Meta-AQUA system will be used to detect and explain the problems that arise while performing tasks. Meta-AQUA works by retrieving explanation patterns (XPs) cases [11] and applying them to the given situation to explain the failure in terms of what it occurred. XPs are causal structures that explain a state by presenting the prior events influencing these states [5, 10]. When an anomalous or otherwise interesting state is detected, the system builds an explanation of the event, incorporating it into the preexisting model of the situation [5]. An XP is applicable if its antecedent can be unified with the current situation.

Until now, Meta-AQUA/MIDCA has only been used for fully observable domains. In partially observable domains, the GDA agent might consider multiple hypotheses. If it retrieves two or more possible explanations, each could be equally likely initially. But if new information is observed, the system should increase the probability of one of the explanations. One of the contributions of this work will be adapting the case retrieval mechanism in Meta-AQUA to handle partial matching of explanation patterns in situations where more than one hypothesis may be true. The goal monitors are created for all possible hypotheses, and when the agent observes new information, one or more of the goal monitors may fire which in turn will lead to a possible change in the goals the agent pursuing. Here is an example to make these ideas more concrete.

Fig. 1. Case representation of XP-RESULTS-FROM-ACTION ← STATE explanation. A is the agent, M the action he chooses to do, and S outcome for A as a result of doing that action. A chooses to perform M knowing the outcome. Double arrows highlight the main element of the casual chain comprising the explanation. u represents Steve and A is the skeleton.
2 A Motivating Example in Minecraft

In the Minecraft game\(^1\), the character named Steve explores an infinite 3D virtual world while gathering resources and surviving dangers. Minecraft has become a popular evaluation domain for artificial intelligence research because it has some properties of real-world domains: partially observable, 3-dimensional, infinite state space, and real-time. There are different factors that can damage Steve’s health like falling in lava, getting shot by a skeleton archer, triggering an arrow trap, and low hunger level.

If the agent’s (Steve) health decreases, Meta-AQUA finds it anomalous because it is expecting good health (health-value ≥ 20), but it observes a lower health value. Low health is the consequence of some event that has occurred. Meta-AQUA poses a question *what could have make my health go down?*. It then retrieves XP cases to answer the question using index *low-health*. Those XPs are applicable that their consequences are in the current set of belief. One possible XP is shown in Figure 1. This XP is applicable because *nearby*(*arrow, u*) is true in the current state, where *u* is Steve. The XP shown in Figure 1 hypothesizes that Steve was shot by an arrow and a skeleton caused the shooting (where A is the skeleton and M is the event of shooting an arrow). This XP relates the action (shooting arrow) that the actor performed to the outcome of those actions. The XP asserts that the shot caused the health to decrease.

A new goal is created to counter the antecedents of the XP, which is that there is an actor A near the agent Steve. In this case, it can be blocked by removing the actor of shooting and a goal to destroy the skeleton is generated. The goal monitor for this newly generated goal tracks the condition that the actor A (the skeleton) is *near*(*A, u*). If this condition changes in the state, the goal monitor will fire, and the GDA process for goal management will know to reconsider pursuing this goal.

3 Agent Design in the MIDCA Architecture

The metacognitive integrated dual-cycle architecture (MIDCA) \(^2\) is a cognitive architecture that models both cognition and metacognition for intelligent agents. It consists of “action-perception” cycles at both the cognitive level and the metacognitive level. In general, a cycle performs problem-solving to achieve its goals and tries to comprehend the resulting actions and those of other agents. The output side of each cycle consists of intention, planning, and action execution, whereas the input side consists of perception, interpretation, and goal evaluation (see Figure 2). The *Interpret* phase in MIDCA is the core of this research. It is implemented as a GDA procedure and analyzes the current state to determine which new goals should be pursued. In our scenario, this is the phase that detects an anomaly and formulates new goals in response. Meta-AQUA performs explanation and goal monitors are created in the Interpret phase.

Meta-AQUA relies on general domain knowledge, a case library of prior explanation schemas and a set of general XPs that are used to characterize useful explanations involving that background knowledge. These knowledge structures are stored in a separate memory sub-system and communicated through socket connections to the rest of MIDCA.

\(^1\) http://www.minecraft.net/
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The action-perception cycle in MIDCA[2]. Together Intend, Plan, and Act compose the problem-solving mechanism in the architecture, and Perceive, Interpret, and Evaluation constitute the comprehension mechanism. Case-based explanations are embedded in Interpret. Hypotheses are the explanations that are generated in Interpret. Cases are stored in episodic memory.

4 Research Plan / Progress

The research here examines a cognitive mechanism to reason about changes in the environment and allow the agent to change its goal and the associated plan. When the reason for the goal ceases to hold, the agent should also abandon the goal or otherwise change its behavior. I propose goal monitoring as a cognitive process that oversees the continuing benefit of each currently pursued goal and when situations change unexpectedly, decides whether to abandon or change these goals.

This research focuses on the relationship between planning, acting, interpretation, and perception in the MIDCA cognitive architecture. I propose plan monitors and goal monitors as a solution for interleaving these major cognitive processes.

Previously I have studied the problem of how a planner can dynamically adjust its planning search using perception during planning time. Specifically, plan monitors can be used to focus vision to observe the states that form the basis of planning choices. When a feature being monitored changes, the planner will update the plan and alter the planning search. I implemented and evaluated these plan monitors in MIDCA in prior work, demonstrating that there are benefits to adjusting the planning search by taking into account visually detected changes [7].

In extending monitoring capabilities of cognitive agents, I have more recently begun examining the problem of monitoring goals. I categorize goal monitors into two different types based on how the goal is formulated: Operator style and Explanatory style. In Operator style, a set of rules generate goals when their conditions are satisfied in the world. The persistence of these conditions in the future is the target of the goal
monitor. These operator based goal monitors have been implemented and evaluated in the Logistics domain [4].

Currently, I am investigating explanatory style goal monitors, which has been the work I have described in this research summary. Here goals are formulated based on an explanation of a discrepancy. The goal monitors for these goals consider the casual structure of the explanation that was used to generate the goal. To evaluate the performance of MIDCA agent with goal monitors, I will conduct tests in Minecraft domain and compare the result with MIDCA agent with no goal monitors.
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1 Introduction

Musculoskeletal disorders and their resulting disability are the primary cause of sickness absence within the workforce worldwide if neglected often leads to a long-term or permanent disability [5]. Also, out of five highest occurrences of occupational diseases, musculoskeletal disorders contribute to the most, nearly 40% in Europe [11,6]. A brief description of musculoskeletal disorders could be found in Section 2 of this paper.

The decision making for optimal interventions in primary care for non-specific musculoskeletal disorders are particularly challenging as there is often no specific cause for the patient’s condition or pain [9,7,12]. The diagnosis, prognosis, and treatment for the non-specific musculoskeletal disorders are highly patient-specific, which primarily relies on the physiotherapist’s previous experiences with or without the support of systematic evidence.

This research focuses on the artificial intelligence (AI) approach of solving the said problem through case-based reasoning (CBR), by assisting physiotherapist in their process of decision making. It will also enable co-decision making, help physiotherapists to share their best practices and introduce novel findings in designing an effective treatment plan for patients.

2 Application Domain and Dataset

The application domain of this research is in healthcare, non-specific musculoskeletal disorders in primary care. The musculoskeletal system is made up of the bones of the skeleton, muscles, cartilage, tendons, ligaments, joints, and other connective tissue that supports and binds tissues and organs together [3]. It provides form, support, stability, and movement to the body. It is also responsible for activities like walking, sitting, running, working, etc.

The term musculoskeletal disorders denote health problems of the musculoskeletal system which includes all forms of ill-health ranging from light, transitory disorders to irreversible, disabling injuries\(^4\). The typical symptoms of musculoskeletal disorders include pain, weakness, stiffness, joint noises, and decreased range of motion. They are broadly classified as specific and non-specific. The specific disorders have evident pathology and symptoms. The non-specific disorders are not attributable to a recognizable, known specific pathology, also the symptoms tend to be diffuse and non-anatomical. These symptoms involve pain, discomfort, and numbness without evidence of any discrete pathology.

We use FYSIOPRIM\(^5\) dataset for our research, which is the result of data acquisition done by Department of Public Health and Nursing\(^6\). The current dataset consists 506 non-specific musculoskeletal disorder patients. Each patient data has 286 features like demographics, symptoms, problems, questionnaires, treatment plans, etc. The capturing of patient details starts with physiotherapist and patient together at primary care; later the patient is asked to fill the rest. There are 356 females and 150 males between the age group of 18 to 88 years. The dataset has 106, 134, 139, and 127 patients with primary complaints about back, neck, shoulder, and widespread (multiple sites) respectively. The dataset is scarce with respect to non-empty features. 60% of the patients (303 of 506) have just 26.76% non-empty features, also, merely 1% i.e. 3 features (age, gender, and primary complaint) have non-empty values for all (506) patients. The dataset suffers from multiple biases majorly self-reporting bias, social desirability bias, and recall bias\(^7\). Table \(1\) describes the major feature categories and their admissible feature value ranges. It also illustrates a brief case representation of our case base.

3 Research Problem

The primary care physiotherapist examines patients with plenitude variety of symptoms, but most often have only few minutes to decide on the best possible treatment plans\(^8\). The features of the FYSIOPRIM dataset will form the basis for creating a treatment plan for a patient. The problems of the dataset described in section\(2\) along with unknown causes of pain, makes it even more difficult for a physiotherapist to create an effective treatment plan\(^9\). These issues lead to formulate current research problem and motivated to seek a solution based on artificial intelligence (AI) for assisting physiotherapists in the process of their decision making.

Case-based reasoning is a problem-solving paradigm\(^10\), and has an intrinsic commonality the way a physiotherapist suggests and adapts a treatment plan to a new patient, fits well for solving our research problem\(^11\). This makes the CBR an ideal AI method to be explored for solving the said problems of treating non-specific musculoskeletal disorders in primary care\(^12\). The current

---


\(^{5}\) http://www.med.uio.no/helsam/english/research/groups/fysioprim/

\(^{6}\) https://www.ntnu.edu/ism

---
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<table>
<thead>
<tr>
<th>Feature Group</th>
<th>Feature</th>
<th>Data Type</th>
<th>Range</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Demographics</td>
<td>Age</td>
<td>Numerical</td>
<td>0 to 110</td>
<td>Age of the Patient</td>
</tr>
<tr>
<td></td>
<td>BMI</td>
<td>Numerical</td>
<td>1 to 150</td>
<td>Body Mass Index</td>
</tr>
<tr>
<td></td>
<td>Gender</td>
<td>Categorical</td>
<td>0 to 1</td>
<td>Sex of the Patient. 0 (female) and 1 (male)</td>
</tr>
<tr>
<td></td>
<td>Latency</td>
<td>Ordinal</td>
<td>1 to 7</td>
<td>Duration since the patient has contacted PT</td>
</tr>
<tr>
<td>Marital Status</td>
<td>Married Status</td>
<td>Categorical</td>
<td>1 to 4</td>
<td>1 (married), 2 (divorced), 3 (widow), and 4 (single)</td>
</tr>
<tr>
<td>Disability and Function</td>
<td>Activity</td>
<td>Ordinal</td>
<td>1 to 4</td>
<td>Daily activity level due to pain complaints. 1 (very reduced) to 4 (not reduced)</td>
</tr>
<tr>
<td></td>
<td>Physio Diagnosis</td>
<td>Free Text</td>
<td>-</td>
<td>Diagnosis defined by the physiotherapist and not from the referral.</td>
</tr>
<tr>
<td></td>
<td>PSFS</td>
<td>Categorical</td>
<td>0 to 10</td>
<td>Patient-Specific Functional Scale. Patient in collaboration with physiotherapist defines 3 activities. 0 (No problem to perform activity) to 10 (Not able to perform the activity).</td>
</tr>
<tr>
<td>Pain Variables</td>
<td>Medication</td>
<td>Categorical</td>
<td>0 to 1</td>
<td>Use of medication last week. 0 (no), 1 (yes)</td>
</tr>
<tr>
<td></td>
<td>Pain Duration</td>
<td>Ordinal</td>
<td>1 to 5</td>
<td>The duration of the pain. 1 (less than 1 month), 2 (1 to 3 months), 3 (3 to 6 months), 4 (6 to 12 months), and 5 (more than 1 year)</td>
</tr>
<tr>
<td></td>
<td>Pain Frequency</td>
<td>Categorical</td>
<td>1 to 4</td>
<td>The frequency of the pain from daily to less than once per month. 1 (daily), 2 (several days in a week), 3 (once in a week), and 4 (less than once a month)</td>
</tr>
<tr>
<td></td>
<td>Pain Site</td>
<td>Numerical</td>
<td>0 to 10</td>
<td>Number of pain sites on a body graph</td>
</tr>
<tr>
<td>Primary Complaint</td>
<td>Region</td>
<td>Categorical</td>
<td>1 to 4</td>
<td>1 (Back), 2 (Neck), 3 (Shoulder), and 4 (Widespread)</td>
</tr>
<tr>
<td>Psychological Factors</td>
<td>Pain Level</td>
<td>Numerical</td>
<td>0 to 10</td>
<td>Level of fear the patient thinks that the pain complaints would increase with physical activity NRS : (0 to 10)</td>
</tr>
<tr>
<td></td>
<td>Orebro Sum</td>
<td>Numerical</td>
<td>0 to 100</td>
<td>Mean of Hopkins Symptom Check List-10.</td>
</tr>
<tr>
<td></td>
<td>OQEQ</td>
<td>Numerical</td>
<td>0 to 12</td>
<td>Pain Self Efficacy Questionnaire-2 item. Higher the score the higher the levels of estimated risk for developing pain-related disability.</td>
</tr>
<tr>
<td></td>
<td>Sleep Quality</td>
<td>Ordinal</td>
<td>1 to 5</td>
<td>The Quality of the sleep. 1 (Normal Sleep) to 5 (Severe Sleeplessness)</td>
</tr>
<tr>
<td></td>
<td>Treatment Belief</td>
<td>Ordinal</td>
<td>1 to 5</td>
<td>Level of the belief that physiotherapy will improve patient’s current condition /function. 1 (totally disagree) to 5 (totally agree).</td>
</tr>
</tbody>
</table>

### Solution

| Treatment Plan | The treatment plan would comprise of treatment advice, exercise, periodic training, therapy, group treatment, joint mobilization, and multiple other treatments for the patient. |

| Table 1: Major feature category of FYSIOPRIM dataset. |

Research investigates how case-based reasoning can be applied in the domain of physiotherapy at primary care. The research focuses on improving treatment recommendation quality along with reduction in physiotherapist’s workload and treatment errors for non-specific musculoskeletal disorders in primary care.

#### 3.1 Research objectives

- To investigate FYSIOPRIM dataset for designing an effective CBR system.
- To identify effective local and global similarity measures, and seek for the opportunities to improve or design new ones.
- To develop a personalized treatment recommendation system based on CBR.
- To attribute the developed CBR system with co-decision making for physiotherapists and patients in primary care.
3.2 Foreseen challenges

– How to deal with the missing feature values?
– How to identify key features from the complete feature space?
– How to define, evaluate and evolve similarity measures?
– How to develop an explainable decision support system for its users?

3.3 Expected research outcomes

– Novel similarity measures for features where the target labels are obscure.
– A methodology for designing a CBR system for an intricate domain as MSDs.
– A viable and explainable decision support system for physiotherapists.

4 Proposed Research Plan

4.1 Literature review and feature analysis

The literature reviews will be an integral part of our entire research process that helps us to position the research work up to the state-of-the-art. Feature analysis and interactions with healthcare professionals through regular meetings are critical to assure comprehension of medical data and mutual understanding of the concepts which are vital to the clinical relevance and success of this research.

4.2 Similarity measures, CBR implementation, and publications

Our prime focus is on similarity measures and enhancement along with case modeling for the FYSIOPRIM patient data. Our CBR system design and implementation will be based on myCBR tool [10]. We will explore suitable machine learning techniques for feature selection and adaptation contributing to CBR implementation. Our contribution in the field of CBR would be through multiple publications, demonstrating our reproducible experimental methodologies, results, and feasibility in the domain of healthcare.

4.3 Periodic demonstration and improvements to the model

We have engaged 4 physiotherapists who may serve as user group on the front end. There will be a periodic demonstration of work progress to the stakeholders followed by improvements to the developed models.

5 Current Progress and Future Plans

The initial FYSIOPRIM dataset is in place, and further data acquisition is currently in progress by the medical team. We are in the first phase of feature analysis for deciding most relevant features to be used as attributes in case modeling. We are in parallel working on the similarity measures for these features.
The target features and solution part of the cases are still in discussion with the medical counterparts of this research. A primitive case model is developed based on an initial understanding of the dataset. The current developed case model and similarity measures are yet to be validated with domain experts for its relevance.

**Our future yearly goals are listed below:**

- **Year 1**: Baseline implementation of CBR and literature review.
- **Year 2**: CBR system enhancement with detailed experiments for similarity measures and case base.
- **Year 3**: Explanation of adaptation results for physiotherapists.
- **Year 4**: Final CBR system enhancements and thesis compilation.
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Abstract. Imitating video game players is considered one of the most stimulating challenges for the Game AI research community. The goal for a virtual player is not just to beat the game but to show some human-like playing style. We aim to use Case-Based Reasoning and others Machine Learning approaches for creating agents that mimic the playing style of human players.
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1 Introduction

Researchers studying Artificial Intelligence (AI) who explore agents that mimic human behavior are always looking for problems that are challenging but feasible at the same time, in order to progress their mission of recreating human intelligence in a computer. Imitating video game players has been considered a stimulating challenge for the Game AI research community, and several competitions on developing believable characters have emerged during the last decade [3].

Usually, in games where there are machine-controlled characters (bots) and they play in a more human-like way, human players perceived the game to be less predictable, more replayable, and more challenging than if the bots were hand-coded [6]. Furthermore, in the Digital Game Industry there is a widespread assumption that wherever there is a machine-controlled character, the game experience will benefit from this character to be controlled by the computer in a less “robotic” and more human-like way. For this reason, player modeling in video games has been an increasingly important field of study, not only for academics but for professional developers as well [10].

There is a wide variety of scenarios where these human-like computer bots come into play. They can be used not only to confront the human player, but also to collaborate with him or to illustrate how to succeed in a particular game level to help players who get stuck. It is reasonable to think that these computer-played sequences will be more meaningful if the bot imitates human-like playing style. Another possible application of these “empathetic” bots is to help during
the testing phase in the game production process. Acting as virtual players, these bots could be used to test the game levels, not only checking whether the game crashes or not, but verifying if the game levels have the right difficulty, or finding new ways for solving a puzzle.

Despite the popularity of the Turing test, in the domain of video games there is no formal, rigorous standard for determining how human-like is an artificial agent [2]. Furthermore there is not a clear concept about what a believable AI should achieve, and its expected behavior will vary strongly, depending on what it is supposed to imitate: to emulate the behavior of other players or to create lifelike characters [4]. In the case of our research, we have been focused on emulating the playing style of specific human players, assuming that this emulation models the way the player moves (how it reacts) in the game scene given the current situation of his avatar and the other game entities (items and enemies).

2 Research Plan

Our research is focused on simulating the human playing style in video games. Covering distinct imitation methods (direct and indirect), machine learning and other AI paradigms such as artificial neural networks (ANN), case-based reasoning, neuroevolution (NE) or deep learning. Our main goal is to replicate the features that characterize the way humans play in a simulation of this behavior through virtual players that should be able to deceive human judges by making the artificial nature of the virtual player indistinguishable.

2.1 Objectives

Our main objective is to investigate methods for human playing style imitation in video games, mainly in action and real time strategy games, and explore how artificial intelligence in virtual players can be modeled in order to obtain sufficiently human-like controllers able to deceive human spectators.

We consider other specific objectives such as:

1. to revise the literature about the approaches followed in the academia and in the video game industry regarding automatic players for video games concerning the playing style imitation.
2. Evaluate the use of AI paradigms for playing style imitation in different test-beds (different video games).
3. To propose a system that allows the imitation of the playing style of a human player in an automatic agent.
4. To implement this system in virtual players of different video games, analyzing the similarity of its style with human players imitated.

To evaluate the performance of the imitative agents, different measurements are proposed: the first based in low level standard measures such as accuracy,
precision and recall [5, 1]. Other evaluating high level parameters that characterized the playing style of different players, being this second approach currently unexplored in previous research. And finally experiments with human judges will be performed for a phenomenological evaluation.

2.2 Methodology

Our plan covers, at least, three iterations of the next stages where the main focus is always set in learning and in the development of knowledge.

1. Study the current literature regarding automatic players that imitate the playing style of human players in video games.
2. Study the current literature in the specific chosen domain (testbed video game, and AI paradigm).
3. Proposal of a model that allows the integration of the AI paradigm in an automatic player for the chosen testbed.
4. Test the system with human judges performing phenomenological evaluations.
5. Analysis and discussion of the obtained results. Study the feasibility of submitting the system to specific academic AI competitions.

2.3 Planning

– First approach towards research fields, revising the literature regarding automatic players, behaviour imitation and learning by observation.
– First system proposal, develop its implementation and perform the first tests.
– Once we have a general overview on the current research in these topics we will focus on specific fields that are still unexplored or haven’t been development in depth
– Redesign of the system taking into account newer approaches: CBR and high level parameters (see Progress to Date section).
– Implementation of the system and tests with human spectators (is our system able to deceived human judges?)
– Publication of the results.
– Refinement of the CBR system (CBR and Reinforcement Learning), look for competitions.
– publication of the final system and the results and conclusions obtained. Final experiments with human judges.

3 Progress to Date

We began our research on human playing style imitation with an approach using neuroevolution (NE) in the classic arcade video game Ms. Pac-Man as it is a paradigm that has been used obtaining satisfactory results in other videogames as Super Mario Bros [5]. Ortega et al. (2013) performed an extensive study
testing many different machine learning approaches, in which NE and dynamic scripting achieved the best results.

The decision of using Ms. Pac-Man as a testbed environment was mainly due to three factors. Firstly the game presents a discrete state space and the number of actions required by the player is quite limited (continuous movement in only four possible directions). Secondly, we assumed that this game was sufficiently different to already explored platform video games as Super Mario Bros, since the movement of the characters is not limited to one axis (plus jumping) but in a two-dimensional maze, the levels are designed with a labyrinthine structure with linear paths (in which only “fits” one character on the way), and there are persistent enemies that chase the player with a nondeterministic behavior. Finally, we had already worked with this game before [7] and we were familiar with the implementation of this type of bots.

In an earlier work [9] we described an experiment with human judges to determine how easy it is, for human spectators, to distinguish automatic bots from human players in Ms. Pac-Man. This work allowed the judges to address characteristics of the playing style that led their conclusions. We have used some of these characteristics later as we believe they are valid for characterizing different players.

After working with ANNs and NE [8], we began to explore CBR as a new approach towards human playing style imitation in Ms. Pac-Man, as we believed it is a paradigm that has been used with very good results for player modeling in real time scenarios with many agents active in the same field [1]. In addition to CBR, we have continued using ANNs in the same environment to compare results for both paradigms, with CBR being the system that achieved better results. Recently we have conducted experiments that have been documented in a paper submitted for the next ICBR 2018, where we describe CBR and ANN systems that learn to play Ms. Pac-Man video game from the traces of human players. The performance of the bots using each system is evaluated using both low level standard measures such as accuracy and recall, and high level measures such as recklessness (distance to the closest ghost, as it is mapped in our Ms. Pac-Man domain model), restlessness (changes of direction), aggressiveness (ghosts eaten), clumsiness (game steps the player is stuck) and survival (lives left). Results suggest that, although there is still a lot of room for improvement, some aspects of the human playing style (these high level parameters) are indeed captured in the cases and used by our CBR bot.

As part of our future work, we would like to create a CBR agent implementing the full CBR cycle. There are several locations in the system where we can incorporate domain knowledge such as the similarity measure or the adaptation strategy. We also need to pay attention to case base indexing and maintenance because the bot needs to play in real time.

Furthermore, we want to address other ML approaches to compare our CBR system, like using a deep architecture and modern optimization techniques.
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Abstract. During the last years, there are multiple approaches to adapt Case-Based Reasoning to other domains than usually used before. Nevertheless, starting to develop a working Case-Based Reasoning system with the known issues of how to initialize a well-structured knowledge base and especially how to gather the required knowledge seems to be an issue. On top, the user’s acceptance of decisions made by artificial intelligence agents is more skeptical than welcoming. Therefore, plausible explanations have to be generated for each decision made so that the user can develop trust in these. The problem is to determine how much knowledge in the given domain is actually needed to act as a trustworthy adviser and in general how to structure the explanation so that it will be accepted by the user. When building up a new explanation-aware CBR system, the process itself of creating this system should be capable of explaining itself. On top, the resulting CBR system should also be able to offer explanations.
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To enter a new world, making the first step into unknown terrain is never easy. But still, the range of possible domains and application areas where case-based reasoning can be used is huge. Some of those fields are comprehensibly more important to us, e.g., the medical area which is under constant development. To be able to set up a diagnosis with given symptoms as input is the most obvious application for a commonly accepted knowledge-management methodology. In 2016, N. Choudhury and S. Begum presented an overview of CBR-Systems used in the medicine domain, published in the IJACSA.[6] There are multiple other well-researched fields which are particularly pointed out by A. Goel and B. Diaz-Agudo. But there are also many other – lesser researched – fields with rising interest in development, e.g. CBR in real-time strategy games,[5][17], specific
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areas on IT-security \cite{1} and even temperament and mood detection using case-based reasoning \cite{2}. Besides the well-known issue of how to effectively gather and store knowledge in an easily maintainable way \cite{3}, the users acceptance of the systems given diagnosis is crucial. In a recent user-study, Binns et al. \cite{4} investigated the acceptance of data-driven decision making in the health assurance domain using case-based reasoning (besides sensitivity-based explanation and other approaches), which led one of the interviewed students to the conclusion: ‘If you know it’s on the back of an algorithm, it would incentivise people to work out how to game the algorithm, to find out what the algorithm is exactly doing’ – CS \cite{4, p. 8}. The claim is not to solve the Turing-test \cite{18}, but to move the focus on generating user-acceptable explanations. The amount of papers published, which are dealing with explanation-aware computing, is rising recently \cite{11} – particularly because of the European Union regulation on algorithmic decision-making and a “right to explanation” \cite{9}, which has been summarized by Goodman and Flaxman. This regulation forces algorithms to be transparent so that users can follow or at least understand the decision-making process, thus among other, supporting the right to non-discrimination. This forces existing systems to receive an overhaul in their current implementation and possibly to open up new application domains to case-based reasoning or, more precisely, case-based explanation. There are two possible starting points: Either there is an existing algorithmic decision-making process where it’s reasoning process has to become visible to the user, or in the domain does not exist any explanation-aware process or system at all.

Given there is such an existing system, it has to be decided in which way the explanation will be provided - depending on the domain, application, and user in question. There are at least three different types of explanations: textual, semantic relations, and graphical representations. The transformation from the given state (i.e. simple debug-messages, verbose mode, ...) to an actual explanation has to be revised by the knowledge engineer inhibiting the technical knowledge and an expert inhibiting the domain knowledge. Given there is a number of experts willing to share their expertise, there needs to be a measurement on when “enough” knowledge is remaining in the system. As a side-effect, it could also lead more experts to willingly share parts of their knowledge without the feeling to be replaced by an AI. The view should not be limited on cases (as evaluated by Leake and Wilson \cite{10} and suggested by Smyth \cite{16}). Instead, additional components which also take effect in generating an explanation (i.e. adaptation rules and the used similarity measure) should be manipulated and then the different output of explanations has to be observed. How does the explanation change and is it still a valid explanation given the current situation? Followed by an evaluation process to see if reducing the number of cases or the number of adaptation rules has a larger effect on the output, the approach is to find the lowest boundary for generating a valid explanation.
Given there is no such system, the problem arises in building a case-based and explanation-aware system with the desirable feature to explain its own building process. A possible starting point is to determine a case structure, using reports of experts with statements on their domain and comparing these to extracted text results - filtering out keywords and use them as a case attribute. If possible, similar domains could also be considered. Another knowledge extraction point could be existing process models: Identifying key process elements and which attributes are used could be used to identify pivot elements. One problem is to build up an initial knowledge structure to provide a very basic explanation. This can be retrieved e.g. through networking/communities, FAQs, Wikis to build up on a basic core functionality. If it might be possible to deploy a web-crawler and build up a knowledge base, legal concerns has to be respected. To be more precise, the General Data Protection Regulation in Europe applicable since May 25th 2018, restricts the usage of data gained by mentioned web-crawlers without the creators permission [7].

The advantages of a system which is explaining its own building process is dependent on the domain and the targeted user. In the following, the aircraft domain is the domain to be considered and the system is supposed to support an intern knowledge engineer with the knowledge management when creating a maintenance routine for a new type of airplane. The aircraft domain in general is a very technical domain with a lot of structured information in form of attribute-value pairs, taxonomies and ontologies. The complexity comes with the "hundreds of components, which consists of dozens of systems, which contains dozen of individual parts, called Line Replacement Units (LRU)" [14]. Using the correct vocabulary and similarity measures, these information can be stored as cases and thus be used by a CBR-system. Since to generate an explanation there needs to be at least some knowledge, rule-based and model-based knowledge which can be retrieved from manuals etc. seems to be a valid starting point as a baseline of an explanation-aware system. Using this way, physically impossible combinations of components can be excluded and a explanation why they are not possible generated. Having a first set of core functionality, the more challenging part has to be considered: When should which knowledge be added to the system and especially: Why? The motivation in general to split up the development of the explanation-aware CBR system can be viewed similar to the motivation of software product line engineering: Reduction of development costs, enhancement of quality and that customers get products adapted to their needs and wishes [12]. In the aircraft domain, a product line can be the start of introducing a new air plane type to the air plane fleet. Since there can not be any practical experience when building a new air plane type, it is crucial for a cost-effective introduction to exclude as many failure risks as possible. This is the entry point for an explanation-aware CBR system. As stated above, the core functionality and knowledge containers need to be expanded so that valid and trustworthy explanations can be offered. Additional sources of knowledge are free texts of aircraft incidents and reports written by maintenance technicians or other staff members. To retrieve the knowledge out of free texts, the
framework FEATURE-TAK has been developed by P. Reuss - a Framework for Extraction, Analysis, and Transformation of Unstructured Textual Aircraft Knowledge which combines several methods from natural language processing and CBR [14]. This framework consists of five layers to store domain-specific information like abbreviations and technical phrases which can be accessed by other components i.e. software agents. The workflow is processed by multiple, distributed agents and coordinated by a central supervisor agent. To support the knowledge engineer, eight tasks are completed automatically ranging from phrase and keyword extraction, identifying synonyms and hypernyms to a similarity assessment and sensitivity analysis. The knowledge engineer will then be offered a suggestion to add the retrieved knowledge, but without an explanation why the framework has come to this decision. Either way, the knowledge engineer has to do a consistency check and stores feedback on the process instance. This could be supported by a process on evaluating the current state of knowledge and if this retrieved piece of knowledge has actually a positive effect on the system if stored in the case base. While considering this, the SIAM methodology presented by T. Roth-Berghofer [15] improves the CBR cycle by adding two more steps, review and restore, which are triggered after the retain step. He distinguishes between an application phase (first three R’s) and a maintenance phase (retain, review, restore). This is important for the maintenance, because in the original CBR cycle was no way to maintain the knowledge when the environment changes. This is especially important for explanations, because they are building up on the current knowledge and it is crucial to be able to review the current state of knowledge (as the added review-step does).
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Abstract. We propose The Writer’s Mentor, an interactive system that aims to guide users write texts suitable for a given domain, based on textual cases. While previous systems achieve this task by suggesting keywords or extracted phrases, The Writer’s Mentor suggests topics or asks questions based on the comparison between what the user has already written and its similar counterparts in the case base. This allows the user to stay creative in the writing task while being guided by our system to follow a certain path. In this research summary, we describe our case retrieval strategy for this task, the process of crafting suggestions for the user, and conclude with hypothetical evaluation methods, questions, and future work.

1 Introduction

Many works in writing adhere to certain commonalities that vary from domain to domain. For example, writing a review for a restaurant may involve describing the atmosphere at the table and the taste of the dish, while a recipe may start with a list of ingredients and continue with a sequence of actions. While it may seem that there is an infinite amount of ways to write such things, good writing tends to receive high ratings from other people, and this is rather prominent among online reviews.

The existence of these “useful” reviews suggests that while there may not be a rigid set of rules for a well-written review, there are essential components or types of information that people expect to see in other users’ reviews. In general, these reviews tend to include both negative and positive sentiments of the target product and the personal experiences that go along with it, whether that be a restaurant, electronic device, or a hotel.

Now suppose that a new user wishes to write an online review for some restaurant or product but does not really know where to start. This writing problem can be reduced to a textual CBR (TCBR) problem if we can treat these useful reviews as cases in a case base and a newly written sentence by the user as a problem.

Given a new sentence, the CBR system can search its case base of previously written reviews for similar sentences and reuse information in the succeeding sentences to generate suggestions or questions to guide the user write the next sentence. Once the user finishes writing the review, it can be retained in the case base, completing the CBR cycle.
We will focus on restaurant reviews for demonstrative purposes, but the general procedure described in this summary should be applicable to other domains as well, given that there is an underlying structure and flow of information. Such domains include stories and instructions on how to do certain tasks.

2 Related Work

TCBR has been previously used in the context of assisting users to produce writing. Say Anything creates a story interactively with the user by inserting a relevant sentence from the case base after the user finishes writing his own sentence [7]. [3] have created a system that automatically generates email responses given an email request as input. This approach works fairly well since the context is limited to a financial domain and the email responses appear to be fairly structured. GhostWriter-2.0 suggests parts of sentences taken from previous reviews that could fit well with a new review that a user is currently typing into the system [1]. The Reviewer’s Assistant, inspired by the GhostWriter system, suggests features of the product of interest, offering the user a list of choices for what she can write next [2]. [5] used the TCBR framework to retrieve similar cases of transportation incident reports to help explain causes for new incidents.

In contrast to the previous approaches that directly reuse textual cases, we will look at the task of writing from a higher level and suggest what a user’s review is lacking compared to similar reviews in the case base. For example, suppose a useful review for a hotel started off by talking about its dinner service and then went on to describe how good the lobster tasted. Previous approaches will consider the topics “dinner service” and “lobster” as two independent entities, but we will utilize a semantic network in order to find the relationship between these two topics, if any, as a means of crafting a suggestion. Now, if a new user only writes about the “dinner service” in general for that hotel’s review, previous systems may simply suggest to write about “lobster” because a previous case had used it. We hope that our system will suggest the user to additionally include a word or two about how a dish tasted, since this user may not have eaten lobster in the first place. Our approach gives more room for the writers to become creative and describe something in their own words, rather than directly reusing stored words or phrases written by previous reviewers.

3 Approach

3.1 Retrieval of Cases

The general flow of this case retrieval step is shown in Figure 1. Each case in our case base is a previously written online review \( r \) consisting of one or more sentences. Suppose that a new user starts writing a new sentence for an online restaurant review, which we shall call query sentence \( q \). Given \( q \), our system will look in the case base for target sentences \( t_1, t_2, \ldots, t_n \) that are most similar to \( q \) and also retrieve the reviews \( R = \{ r_1, r_2, \ldots, r_n \} \) that contain them.
The key factor in this process is determining which target sentences are similar to the query sentence \( q \). We are currently considering two ways to do this: one is using the WUP similarity offered by WordNet [4] and the other is to use a cosine similarity of word embeddings, such as those offered by ConceptNet Numberbatch [6].

3.2 Abstraction of Cases

The target sentences \( t_1, t_2, ..., t_n \) are sorted in order of similarity to the query sentence \( q \), and the top \( k \) sentences are examined to extract common "trends" that are then used to form suggestions or topics to the user. In doing so, the system will use knowledge between entities in a semantic network such as ConceptNet. We propose two ways of extracting trends between sentences, and both are visualized in Figure 2:

**Common Topics (horizontal search between reviews).** For each target sentence \( t_{ij} \in r_i \) we extract the succeeding sentence \( t_{ij+1} \in r_i \) if it exists. For each word \( w \) in the succeeding sentence, we look up its definition in ConceptNet and look at their immediate \( \text{IsA} \) and \( \text{RelatedTo} \) connections to extract shared concepts among \( w \). For example, both \textit{pasta} and \textit{steak} share the \text{IsA} relation with \textit{food}, while the verb \textit{run} is connected with \textit{walk} via the relation \text{RelatedTo}.

We create a list of the most commonly shared concepts among the succeeding sentences and suggest them as potential topics for what the user could write next. The topics are ranked by how similar the originating sentences were to \( q \).

**Common Relations (vertical search between neighboring sentences).** For each target sentence \( t_{ij} \in r_i \) we look at the succeeding sentence \( t_{ij+1} \in r_i \) and determine if there are any connections between these two sentences. For example, if the target sentence introduces a dish while the next sentence describes that dish, then we can conclude that the succeeding sentence elaborates on the first. On the other hand, if the target sentence mentions the restaurant itself and the succeeding sentence is about the waitress, we can say that the connection here is not only about elaboration but that it is about what belongs to a restaurant. This part is yet to be implemented.

3.3 Making Suggestions

We propose the theory behind how the system will form useful suggestions or questions for the user. For the time being, we are considering templates such as:

- If the succeeding sentences of the retrieved sentences share topic \( A \), the system can say that, "Now might be a good time to talk about \( A \)."
- If topics in the retrieved sentences share a relation \( X \text{ IsA } Y \) (i.e., \( X \) is more specific than \( Y \)) with their respective succeeding sentences, and the query sentence was talking about \( y \), the system can ask, "Can you describe more about \( y \)?".
Fig. 1. Flow of case retrieval. At (a), the system retrieves reviews that contain sentences similar to the query sentence $q$. Then at (b), the system gathers the similar sentences and their succeeding sentences.

Fig. 2. The conceptual differences between Common Topics and Common Relations
The latter case is especially useful if a review talks about things that have hierarchical connections. In the restaurant domain, we can say that people go to eat at restaurants, a place where waiters serve food and drinks. Additionally, we will avoid suggesting topics that the user has already written.

4 Proposed Evaluations

We are currently considering 2 ways of evaluating the system. One is objective, where we try to estimate the usefulness score of an unseen review based on the usefulness scores of reviews in the case base and their common topics and relations. The other is subjective, where we let users use the system and check if they incorporated the suggestions from the system.

5 Conclusions and Future Work

In this research summary we have described the overall structure of how a TCBR system can incorporate semantic networks to discover common trends between sentences to assist users write new online reviews. While there are still many tasks to consider, we hope this demonstrates an interesting problem for TCBR.

References

Reasoning with Multi-modal Sensor Streams for m-Health Applications

Anjana Wijekoon

School of Computing Science and Digital Media, Robert Gordon University, Aberdeen AB10 7GJ, Scotland, UK
{a.wijekoon}@rgu.ac.uk

Abstract. Musculoskeletal Disorders have a long term impact on individuals as well as on the community. They require self-management, typically in the form of maintaining an active lifestyle that adheres to prescribed exercises regimes. In the recent past m-health applications gained popularity by gamification of physical activity monitoring and has had a positive impact on general health and well-being. However maintaining a regular exercise routine with correct execution needs more sophistication in human movement recognition compared to monitoring ambulatory activities. In this research we propose a digital intervention which can intercept, recognize and evaluate exercises in real-time with a view to supporting exercise self-management plans. We plan to compile a heterogeneous multi-sensor dataset for exercises, then we will improve upon state of the art machine learning models implement reasoning methods to recognise exercises and evaluate performance quality.
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1 Introduction

Maintaining a regular self-managed exercise routine is an essential component when living with Musculoskeletal Disorders (MSDs). Specifically for elderly and people with chronic conditions, it is important to maintain active lifestyle and importantly to adhere to correct execution of exercises. Research on finding technological solutions to support either the prevention or self-management of MSDs has emerged over the last few years. A digital intervention which captures exercises and provides feedback on performance quality at real-time will contribute towards motivating the user to adhere to a regular exercise routine. An effective Digital intervention for self managing MSDs should consist of three main components: intercepting exercises in real-time; recognising exercises; and evaluating performance quality to facilitate personalised feedback generation. In this research we plan to explore each component to design an optimal digital intervention for self-management of exercises.

Simple sensors on a smart phone are able to identify simple ambulatory activities [11]. Datasets in recent research on HAR [4, 12], Gesture recognition [1],
gym exercises [13] and Activities of Daily Living (ADL) [2] use sensors such as inertial sensors, object sensors, pressure sensors and depth sensors. Exercise is a sequence of independent movements of multiple body parts; specifically exercises recommended for low back pain require capturing greater ground surface compared to ADL or ambulatory activities. Hence a smart watch on the wrist is not able to capture an exercise with the level of precision required. Furthermore a wrist sensor is susceptible to noise (due to high freedom of movement) and could temporarily loose data. Aforementioned datasets do not consider these limitations, rendering them inadequate for this research; and it is evident that exercises require capturing different perspectives from multiple sensors. Accordingly we emphasise the need for a data collection in order to identify which sensors can intercept exercises efficiently.

Exercise recognition can be viewed as a special case of Human Activity Recognition (HAR). Research in HAR involves the use of machine learning methods and more recently, deep learning algorithms to reason with sensor data. Many researches shows that deep learning techniques outperform traditional machine learning techniques that use hand-crafted features [10, 11]. Notably most recent research [8, 5, 17] use combinations of deep learning architectures and yield comparatively improved performance. Sensor fusion has been attempted with deep fusion architectures to classify video [6, 9] and reconstruct video and audio [7] by experimenting fusion in different levels of abstraction. Exercise recognition has not been attempted with heterogeneous data streams and with deep learning techniques to the best of our knowledge. Accordingly we first evaluate aforementioned techniques and learn their transferability to the domain of exercises. Next we select advantages techniques from above experiments to build a comprehensive solution for exercise classification with multi-modal data.

Efficient deployment is an important characteristic in any health care digital interventions with direct impact on user acceptance. In this problem domain, the main restriction is the number of sensors. More sensors force the user in to a more restricted setting hence less efficient. We plan to investigate concept Privileged Learning (PL) [14] in order to improve the deployability of reasoning models. PL mimics how humans learn with a teacher; in HAR we interpret PL as deploying a model with less sensors compared to number of sensors available at training. These techniques should contribute towards building robustness in to models to handle missing modalities in real-time which improves usability and efficient deployment.

Performance quality of an exercise can be defined as how much actual execution deviates from correct execution of the exercise performed under the supervision of a physiotherapist. Measuring the deviation is open to interpretation. Recent research in this area show that quality assessment is modelled as a classification task where classes include many wrong executions and a correct execution [3, 15]. This method can be similar to a rule based system; hence unable to locate a problem in real time. We view quality assessment of an exercise
execution as a similarity comparison task. We plan to employ similarity based methodologies to compare different representation of exercise executions with correct execution to locate problem areas.

2 Research Aim

The overall goal is to introduce a sustainable digital intervention for self-managing exercise routines. Following review of literature we identity following research questions to achieve aforementioned goal.

1. How to combine multi-modal data streams to improve exercise recognition?
2. How to maintain performance in the presence of noisy and/or missing sensor modalities?
3. How to analyse exercise performance quality by comparing actual and expected multi-modal sensor data?

We outline four objectives in order to answer each research question. First is to compile a multi-modal sensor dataset in the domain of exercises recommended for low back pain. Secondly we will develop a sensor fusion architecture to recognise the most effective sensors and/or features then combine to improve recognition accuracy. Next we implement methodologies to mitigate noise/absence of modalities in deployment. This would enable the network to learn with all modalities but remain robust even with fewer modalities in real time. Finally we plan to introduce a similarity based architecture for comparing sensor data to generate a quality assessment. The resulting solution should localise performance problem to lower level actions of the exercise.

3 Proposed Plan of Research

Comprehensive multi modal sensor data collection for exercises is crucial if we are to address each research question mentioned above. Data collection task will produce a multi-modal sensor dataset for exercise classification and quality assessment. We have selected accelerometers, pressure sensor and a depth sensor to bring together three different modalities of heterogeneous data types; and we have selected seven exercises that are recommended for patients with low back pain.

To achieve Objective 2 first we will investigate how each sensor modality contributes towards accurate classification of exercise movement classes. Next we will explore how a sensor fusion architectures can contribute toward improving previous results. For this we will look at how informed selection of sensors can improve performance. The goal is to create an architecture which will identify the most informative features from different sensors to improve exercise recognition.

Being inspired by the Privileged Learning paradigm [14] we will explore different approaches to address Objective 3. We will investigate how to enforce
robustness in sensor fusion model to handle missing modalities; and we will explore generating synthetic data to represent missing modalities at deployment from available sensors.

To address objective 4 we will define a metric to assess exercise performance quality. Specifically the deviation between expected and actual performance will form the basis for this metric. We plan to investigate methods that learn similarities in spatio-temporal data belonging to one classification class to evaluate quality difference. This will call for similarity measures in different abstraction levels of feature embeddings. In order to locate differences in finer detail we will treat exercises as a sequence of primitive actions. Here the idea is to isolate the differences with respect to a primitive action rather than performing a binary evaluation (correct or incorrect).

4 Current Progress

We are at the early stages of data collection task where we compile a multi-modal dataset on exercises for low-back pain. We have identified sensors and exercises we will use in data collection and obtained ethics approval from university ethics committee. We are in the process of recruiting volunteers and collecting data which will continue during the summer of 2018.

A sensor to sensor neural translator for generating missing sensor data was developed and this work is published in ICCBR2018. This work aligns with Objective 3 where we try to minimize number of sensors at deployment for effective deployment. We evaluated this methodology with two datasets (SelfBACK and PAMAP2), both containing ambulatory activities recorded with inertial sensors. Translator method successfully learned dependencies from sensors with different placements and improved k-NN classification accuracy compared to single sensor. These results confirm while we can learn from many sensors, we can re-use these reasoning models in deployment with fewest sensor.

We explored Zero-shot Learning (ZSL) with Matching networks, work presented at The SICSA ReaLX Workshop 2018, where we improved Matching networks [16] to recognise activities never seen during training. We achieve substantially improved performance with modified matching networks compared to original. We will further explore ZSL as it enables a pre-trained network to recognise new activities at deployment. This is desirable when we expand our work from ambulatory activities to exercises where possible number of classes is unmanageably high.
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